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ABSTRACT

Alzheimer Disease (AD), a degenerative neurological disorder, witnesses rising

global prevalence, necessitating innovative diagnostic methods. This research em-

phasizes the significance of multimodality approaches for accurate AD detection and

its various stages. We’ve combined two paramount imaging modalities, Positron

Emission Tomography (PET) and Structural Magnetic Resonance Imaging (sMRI) in

a fusion method, providing enhanced visualization and insight. Structural analyses

of the brain, especially subcortical regions, are indispensable for a comprehensive

diagnosis. The extracted features from fused and non-fused biomarkers undergo

evaluation via an ensemble classifier coupled with a Random Forest-based feature

selection strategy. Results, across binary and multiclass classifications, highlight

remarkable accuracies: AD vs. Cognitively Normal (CN) and Mild Cognitive Im-

pairment (MCI) vs. CN both achieve 99%, while AD vs. MCI reaches 91%, and

the tri-classification of AD vs. MCI vs. CN accomplishes 96%. Further, employing

traditional Machine Learning (ML) and Ensemble Learning (EL), we discern the

impact of various cortical and subcortical brain regions in AD detection. Notably,

regions like the hippocampus, amygdala, right hemisphere’s parahippocampal, and

entorhinal, alongside the left’s inferior temporal and isthmus cingulate, emerged

as highly influential. These findings underscore the promise of integrated modali-

ties and machine learning techniques in diagnosing AD and its subtypes early and

adequately.
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CHAPTER 1

INTRODUCTION

1.1 Alzheimer Disease

AD is the most common form of dementia, a neurodegenerative disorder. This

condition is characterized by the loss of neurons in the brain, resulting in the for-

mation of plaques and tangles known as tangles[136]. Symptoms. People with

AD may initially experience forgetfulness, apathy, and difficulty with daily tasks.

Early diagnosis and treatment are essential to reduce symptoms and prevent disease

progression [193]. As the condition worsens, the individual may have difficulty

thinking, communicating, swallowing, speaking, and even moving [129]. In 1911,

Auguste Deter was the first person diagnosed with AD. After her death, a histological

examination of her brain revealed the presence of amyloid plaques and neurofibril-

lary tangles, which indicated that amyloid deposition is a major cause of AD. This

finding was published in the Handbook of Psychiatry, and the American Psychiatric

Association (APA) recognized memory loss, impaired judgment, decreased percep-

tual discrimination, and emotional instability as symptoms of AD classifications

[170].
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By 1975, the medical field had begun developing new patient evaluation meth-

ods. In 1992, diagnostic tests were developed to detect signs of dementia in the

brain accurately. In 1976, AD had become one of the most common causes of death

worldwide. In 1980, the National Alzheimer’s Disease Research Center (NADRC)

was established to investigate the origins of AD [134]. In the 1990s, cognitive

psychology was employed to track the development of neurodegenerative diseases.

Research showed various damage to brain structures, particularly in the medial tem-

poral lobe, that influenced different areas of the cortical system. Visual impairment

was also observed in cases of dementia. Proteins such as amyloid, chromosome

21, presenilin 1 gene, chromosome 14, presenilin 2 gene, and the apolipoprotein E

(APOE) gene were discovered to affect brain function [36]. In 2000, individuals

with MCI were identified, exhibiting signs such as memory problems, age-related

memory impairment, and a general preserved condition. Recent Figure 1.1 suggests

that around 6.5 million people live with AD. People 65 and older comprise the largest

group affected by AD, with 2.41 million in the 75-84 age range and 2.31 million

in the 85+ age bracket. However, AD can only be accurately identified if caught in

its early stages, and there is currently no reliable test[9]. ML and other AI-based

technologies can be used to detect diseases. PET, sMRI, clinical DTI, genetic (CSF)

and biospecies (APOE) biomarkers can all be used to diagnose AD. These markers

are beneficial for diagnosing AD patients and gaining more knowledge about the

disease in general. The growth of AD disease in the world with data from 2022 is

shown in Figure 1.1.

1.1.1 Symptoms of Alzheimer’s disease

• In the early stages, the symptoms might not be detectable.
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• Then, slowly the patient shows short-term memory loss.

• Loss of motor skills (eating without help) and language become affected.

• Long-term memory loss, spouse name.

• Risk of losing.

• Bedridden.

• Death from infection.

Figure 1.1: Age wise analysis of AD affected patients 2022[19]

.
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1.2 Biological Constraints

The neuroregion of patients with AD is subject to various biological constraints.

The primary causes of Alzheimer’s are plaques and tangles. The Amyloid Precursor

Protein (APP) is a small protein found in cell membranes, with one end inside the

cell and the other outside. APP helps the neuron regenerate itself after injury and

has the ability to break down and recycle. Alpha and gamma secretes are generated

when APP is in the recycling process on both sides; the first side releases APP and

the other gamma secretes. After decomposition, these alpha and gamma secretes

dissolve. The region between Alpha and gamma secretes is used for the growth of

different neuroregions [150]. If it is unable to achieve proper growth and dissolution

of this tissue is not achieved, it can lead to the formation of a tissue called Amyloid

Beta. These are sticky plaques that form outside the neuron, known as beta amyloid

plaques. These plaques can be found between neurons, disrupting neuron-to-neuron

communication. When one region of the brain cannot communicate with two other

regions of the brain, it can result in serious signaling and memory loss. These

bundles, which are formed in different sections of neurons, can transmit information

to other neurons, leading to damage to other neuroregions. These amyloids can be

bundled outside the blood vessel and cause various brain diseases such as dementia,

Alzheimer’s, and Parkinson’s.

1.3 Modalities

AD is a debilitating disease that affects millions of lives around the world. It is a

degenerative condition that destroys brain cells over time, making it difficult to care

for oneself and one’s possessions[202]. Bio marker-based research is one of the
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most important strategies in the fight against AD. This is a revolutionary approach

to studying AD, as it allows researchers to pinpoint specific individuals with the

condition and follow their progression over time[92]. Biomarkers allow researchers

to investigate possible links between this disease and other neurological problems.

To better understand AD and develop more effective therapeutics, bio marker-based

research has been a major advance in the battle against the disease. Biomarker

preprocessing is essential for the diagnosis of AD and its subtypes[92]. sMRI in

Figure 1.2 gives crucial information about the anatomy of the brain in Alzheimer’s

patients. It can identify changes in brain volume and thickness, as well as atrophy

in particular structural regions [168]. Furthermore, sMRI can be used to detect

changes in brain connections and network structure, which can aid in revealing the

underlying causes of the disease.

Figure 1.2: sMRI[84]

.

PET is a highly sensitive imaging method for detecting the presence of beta-

amyloid plaques and neurofibrillary tangles in the brain. These are symptoms of AD

and their accumulation is linked to cognitive loss. PET imaging can also be used to
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assess cerebral blood flow and glucose metabolism, both of which are key indicators

of brain function. Researchers can acquire a more complete picture of the anatomical

and functional changes that occur in the brain during AD by combiningPET with

other imaging modalities such as MRI and CT in Figure 1.3.

Figure 1.3: PET [84]

.

These research study continues with the three phases basically

• Bio markers Based Study

• Automated Pipelines

• ML Methods

Biomarkers are a key tool in the fight against AD. This new approach to the study of

the disease enables researchers to identify people with AD and track their progres-

sion through various stages[92]. Additionally, biomarkers can be used to uncover

other neurological issues associated with the condition. This type of research is a

major breakthrough in the battle against Alzheimer’s, allowing scientists to gain a
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better understanding of the illness and develop more effective treatments. In this

article, we will explore the use of biomarkers in the research of Alzheimer’s. It

is essential that the preprocessing of bio markers is done correctly in order to ac-

curately identify Alzheimer’s and its subtypes. [92]. The tract-based analysis of

MCI patients, this stage is considered to be the middle part of normal cognition and

the dementia[97].further proceeding in the analysis part, the author has gone with

the classification of MCI with AD and control groups to understand the immediate

effect of the MCI group. In the content, the author has gone with the generation of

tractography and tract maps by measuring the mean fractional anisotropy (FA) and

the apparent diffusion coefficient (ADC), uncinated fasciculus (UNC), posterior cin-

gulate fasciculus (PCF), corticospinal tract (CST)[161].They used the study group

of 17 people with probable AD, 16 people with mild control, and 16 with control.

The authors used Diffusion Tensor Imaging (DTI) visualization for data processing

and the Statistical Package for the Social Sciences for analysis. They applied sMRI

and diffusion imaging-based studies to predict AD, using T1, T2-Flair and DTI,

which included morphometry, structural connectome, and white matter hyperinten-

sity [54]. 221 elderly people were tested, including 110 with Alzheimer’s (ages

85-77), 77 with MCI (ages 77-76), and 78 with subjective MCI (ages 78-82). The

authors first performed structural and anatomical analysis of the T1 and Flair images

and then processed the diffusion images using ANT, SIFT, CSD, and various atlas

formation procedures. After extracting features, they used ML classification models

such as logistic regression (L1 regularization) and linear Support Vector Machine

(SVM). Studies have shown that age-related reductions in certain age groups can be

observed in white matter tractography. Investigations of the structural characteristics

of various neural fibers were conducted, including interhemispheric fibers located

in the corpus callosum, interhemispheric association fibers such as the cingulum,
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uncinate, arcuate, inferior longitudinal, and inferior occipitofrontal fibers, as well

as projection fibers such as corticospinal fibers. In addition, a variety of cognitive

assessments were administered, including memory and executive function, vaso-

motor dexterity, motor speed, attention and working memory, set-shift / flexibility,

and visuospatial construction. to compare the differences between the AD and NC

groups. The author highlights the substantial effect of diseases on the brain, partic-

ularly aging and AD. To investigate this, they employed whole-brain tractography

with the FMRIB Software Library (FSL) tool "BET" and a Hough transform to iden-

tify fiber connections. 35 characteristics were evaluated using FreeSurfer[217], and

comparisons were made between the eMCI, MCI, and AD groups. Global degree,

efficiency, normalized characteristic path length, normalized clustering coefficient,

and normalized small-world effect were the measurements used to illustrate the

brain’s response to these diseases[Pagani et al.].

To diagnose AD, a tract-based method was used to analyze the MCI and AD

groups with probabilistic tractography and spatial statistics of DTI[153]. SVM

was used for analysis and classification, taking into account measures such as the

average FA value, the volume of the predefined fiber seed region and the volume of

the thalamus being taken into account.

Diffusion-based diagnosis of AD was also performed using tractography in the

hippocampus region. FDT, FSL, DTIFIT and PROBTRACKX were the tools used,

and statistical analysis was performed after extracting characteristics and registering

them with a weighted image T1[164].

The tract-based tractography technique was used to create a cortical network in

the white matter region. The automatic anatomical labeling technique was used for

25 AD patients and 30 healthy control patients, and fiber assignment was carried

out by continuous tracking and correlation approaches for various groups[109].
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The impact of diseases on brain structure was studied using data from 202 people

in the AD, MCI and NC groups. Nine tractography methods were compared to di-

agnose Alzheimer’s patients, and regression and statistical analysis were performed

after feature extraction and parcellation [217]. Multiple linear regression was used

for prediction after feature collection in the MCI group with a tract-based approach

and volumetric analysis [46]. Statistical analysis was performed after the FREE

surfer with the tracula model was used to study the attention factor in patients with

MCI with a tract-based approach[96].

Neuro imaging changes from normal to white matter affected by AD were

examined using a data-driven estimation approach and probabilistic tractography on

the population template[124]. A detailed biomarker-based analysis was performed

in the Table 1.1 to compare the differences between the AD and NC groups.There are

different preprocessing methods which are applied in the PET and sMRI modalities

for AD detection in Table 1.1.

Table 1.1: Preprocessing techniques for enhancing the quality in sMRI and PET

S.No. Method Description

1 De-Oblique The technique of rotating images to reduce

perspective distortion reduces distortion

and makes interpretation easier.

2 Field Inhomogeneity

Correction

Artifacts are removed from the data by

reducing the intensity of tissues that are

not included in the mean intensity.

Continued on next page
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Table 1.1 Preprocessing techniques for enhancing the quality in sMRI and PET

S.No. Preprocessing Method Description

3 Bias Correction Method used to correct nonuniform shad-

ing in an image by using a low-pass filter

to remove the high frequency.

4 Non Brain Tissue Re-

moval

Method used to remove non-brain tissue

from captured images through a combi-

nation of techniques including segmenta-

tion, morphological operations, and filter-

ing.

5 FSL and Eddy Current Fourier Transformation is used to quantify

the temporal dynamic of an image. Dur-

ing the recording of an image, Eddy Cur-

rent flow preprocessing is used to identify

small changes in the image.

1.3.1 Neuroimaging over EEG

Neuroimaging modalities such as sMRI, PET, and Computed Tomography (CT)

scans provide a wealth of data and have several advantages over electroencephalog-

raphy (EEG) for brain visualization and pathology detection. CT scans, also known

as "CAT scans", use X-ray equipment to create images of the brain. They can

provide detailed images of different types of tissue, including lungs, bones, soft

tissues, and blood vessels. CT scans are often used in emergency situations because
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they can provide images quickly and are excellent for detecting bleeds, fractures, or

blood clots. In contrast, EEG measures the electrical activity of the brain. It can

capture real-time information about brain activity, which makes it excellent for de-

tecting abnormalities in brain function, such as seizures or sleep disorders. However,

EEG cannot provide detailed sMRI of the brain or capture the in-depth information

on brain metabolism and blood flow that imaging scans can. The advantages of

neuroimaging over EEG include:

• Detailed Structural Information: Neuroimaging techniques provide detailed

pictures of the structure of the brain, allowing for the identification of anatom-

ical abnormalities such as tumors, blood clots, or damage from a stroke.

• Identifying Biochemical Changes PET scans can detect biochemical changes

in the brain, which can help identify a variety of conditions before they cause

anatomical changes big enough to be seen on CT or MRI scans.

• Less Vulnerable to User Errors: The quality of an EEG can greatly depend on

the expertise of the technician who applied the electrodes. On the contrary,

neuroimaging is less dependent on the operator’s skill.

• Non-Invasive: Although EEG is also noninvasive, PET, MRI, and CT scans

are often more comfortable for patients, as they do not require anything to be

attached to the patient’s head.

• Global and Regional Measurements: Neuroimaging allows for global and

regional measurements of brain anatomy and activity, providing more com-

prehensive data on the brain.

Despite these advantages, EEG has its place in the diagnostic process, particularly

when continuous or real-time brain activity data is required. However, when it
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comes to obtaining detailed images of brain structure and detecting early stages of

disease or small abnormalities, neuroimaging techniques such as MRI, PET, and CT

scans have significant advantages.

1.4 Feature Extraction

The Automated Pipeline approach entails merging a number of algorithms into

preprocessing and neuroregional activities. sMRI may identify abnormalities in

brain tissue early and precisely. To examine the various brain areas, several pipelines,

such as Free Surfer, SPM, AFNI, FSL, DIPY, NIPYPE, AAL, fMRIPrep, and Ants,

are used. Various locations may be discovered using hand-crafted feature extraction

approaches, enabling for more efficient identification and treatment of AD. Tactics

are entirely dependent on image processing technology.

The Alzheimer’s Disease Neuroimaging Initiative (ADNI) is a highly beneficial

open source dataset for the detection of AD. The FREE Surfer feature extraction

strategy appears to be effective, as Figure 1.4 demonstrates that it achieved more than

95% Prec in recognizing AD and its subtypes. However, was not as good in multi

class analyses when distinguishing AD at different stages, but it was more successful

in binary classifications. Consequently, these automated pipelines contain strategies

for recognizing various types of disease using multimodal approaches. To accurately

detect AD, these techniques involve the combination of registered images and the

combination of features.
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Figure 1.4: Automatic Pipelines Analysis for the Detection of AD and their subtypes

1.5 Registration Methods

Images captured with the same modality or of the same object can be registered with

one another by utilising the same reference frame. The goal of image registration is

to find the transformation that best fits the images so that they may be compared or

combined for study. Image registration, as one of the initial steps in the fusion pro-

cess, is critical for the correct diagnosis of AD and its subtypes using multimodality.

Registration is the translation of data into a shared reference frame. The phrase

"image fusion" refers to the process of integrating many images of the same item or

modality into a single complete image. Picture registration is an important aspect of
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the fusion process, since it ensures that the input images are properly aligned before

being joined. Image registration reduces the impacts of misalignment and distortion

caused by various views, camera placements, and other factors by matching the

pictures. Some image fusion approaches that might be used to merge the photos in

this arrangement include weighted averaging, maximum likelihood estimation, and

multiresolution analysis.These detailed descriptions of the usability of registration

methods in different modalities are described in the Table 1.2

Table 1.2: Detailed Summary of Registration Methods

S. No. Registration

Methods

Modalities Usability

1 Mutual In-

formation

A method that uses the statistical

dependence between the image in-

tensities of corresponding voxels in

both images. It’s often used in med-

ical image registration.

Medical Imaging:

Useful for align-

ing images from

different medical

imaging modali-

ties.

2 Mutual In-

formation

CT and MRI scans: Helps to iden-

tify pathological areas by combin-

ing information

Moderate usabil-

ity in the method

of CT and MRI

3 Mutual In-

formation

The mutual information method al-

lows the combination of functional

and structural information.

Highly used in the

AD detection
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S. No. Registration

Methods

Modalities Application

4 Rigid Reg-

istration:

A technique that assumes the trans-

formation is a linear combination of

translation, rotation, and scaling

3D Modeling:

Commonly used

to combine 3D

models in one

common space.

Highly used in

the multimodality

approach

1.6 Machine Learning Methods

ML and Deep Learning (DL) are used to classify and evaluate patients, predict

therapy outcomes, and identify risks. Researchers have used these algorithms to

diagnose neurodegenerative diseases caused by AD and its stages using imaging-

based detection. Automated pipelines make use of feature extraction techniques

based on a variety of biomarker methodologies. DL enables preprocessing of

biomarkers, extraction of characteristics, and construction of a model to diagnose AD

and its stages. Common classification approaches for AD include SVM, ANN, and

DNN, as summarized in the Table below. As a result, researchers and professionals

in the field of medical image processing often use these approaches to diagnose AD

at different stages. There are also many other classification methods that may provide

further information about the area. Figure 1.5 illustrates the various classification

methods used in the field of AD.
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Figure 1.5: Different ML methods and there classification

1.7 Problem Statement

Brain structural difference in AD subjects as a binary classification has been well

studied using the single set of Biomarker, but the multi-level classification of AD

and the use of fused bio markers remains less developed.

The main challenge here lies first in the identification of fused biomarkers, which

provides the most reliable features for Alzheimer’s classification with a benchmark

Acc.

1.8 Gap Analysis

• While many research studies have primarily used binary biomarkers, the

utilization and exploration of different types of biomarkers, especially in

multimodal approaches, remain limited.

• Most studies focus on fusion at the feature level using identical structural
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biomarkers. However, the full potential of multimodal fusion (PET+sMRI),

such as image fusion, has not yet been explored to enhance the Prec of classi-

fying AD and its subtypes.

• Single-mode approaches have reached satisfactory Acc levels for AD and its

subtypes, but incorporating multiple biomarkers could potentially create a

hybrid set of features to improve prediction Acc in both binary and multiple

classes.

• Previous research has marked theAcc of the benchmark in binary classification.

But still the multiclass Acc is still the challenge.

1.9 Objective

Prediction of Alzheimer’s disease using different biomarkers.

1.9.1 Sub objective

• Design image fusion of biomarkers.

• Develop the extraction of hybrid feature set from the fused and non-fused

biomarkers.

• Design the multiclass classification model considering the various stages of

Alzheimer with adequate Acc.
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1.10 Research Query

The research, prototyping and evaluation of this this work focused on the following

research question

• How can a multiclass classifier be designed to differentiate between Alzheimer’s

patient and other diagnostic groups using different set of bio markers.

• What group of biomarkers are most suited for fusion for feature extraction.

• Which set of hybrid feature is most appropriate for the problem at hand.

• Which ML approach yields the best results by considering problem as the

multiclass classification.

1.11 Contributions

• Fusion of biomarkers.

• Preperation of a hybrid set of features from the fused and Non-fused Modali-

ties.

• Proposing the assembly of different ML models to remove the biasing of

different classifiers.

• Subcortical regions analysis is done to find there effectiveness in the AD and

there subtypes.
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1.12 Thesis Layout

• Chapter 2: Literature review: Discusses the historical and recent studies

made in the field of the detection of AD. The detailed study has been made

in the field of biomarker-based studies, Fusion-based methods, which include

the registration techniques, ML Methods. A detailed analysis is also provided

in the chapter.

• Chapter 3 : Alzheimer Disease Detection using Structural Magnetic Res-

onance Imaging: In this chapter we have used sMRI using hand-crafted

feature extraction methods for feature extraction and done binary and multi-

class classification based on those features using the EL technique.

• Chapter 4: AD detection using multimodality: In this chapter we have

not done the fusion of the two different modalities, which is PET and sMRI.

Using EL, we have performed binary and multiclass classification.

• Chapter 5: Cortical and Subcortical Structure Analysis using Single

Modality and Multi-modality In this chapter we have done the analysis of

the different regions of the brain. We also understand which region has been

more prominently affected in the detection of AD.

• Chapter 6: Conclusion and Future Challenges: In this chapter we have

done a brief discussion and an analysis of the whole work. also discussed the

future works and conclusions.
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CHAPTER 2

LITRATURE REVIEW

2.1 Literature Review

AD has become prevalent in our society over a considerable period. It is recognized

as a progressive neurological disorder [35]. Initial signs of AD can manifest as

memory lapses, apathy, and despondency [11]. As the disease progresses, people

affected by it may experience difficulties with cognition, speech, swallowing, mo-

bility, and communication[71]. Globally, there are currently 6.5 million people 65

and older who have AD. Furthermore, there are 2.41 million people between the

ages of 75-84 and another 2.31 million people 85 years or older who are grappling

with this condition. Presently, there exists no singular dependable diagnostic test

for AD instead early detection and diagnosis are crucial aspects to consider. The

implementation of ML techniques along with other approaches based on artificial

intelligence can significantly aid in the identification of this disease [180].

The identification of AD involves the use of various biomarkers, including

sMRI, genetics, clinical data and biological samples[23]. However, there is still no

definitive evidence regarding which biomarker has the highest degree of reliability

20



[70], which requires further exploration to find the most suitable one. Biomarkers

serve as crucial information utilized in the detection of AD. To improve the diagnostic

utility of computed tomography (CT) scans, it becomes essential to differentiate

spatial parameters such as cortical thickness, brain volume, and brain surface area

through post-processing techniques [77]. The extraction of features from biomarkers

is achieved by employing a combination of handcrafted methods and DL approaches.

When it comes to manually processing biomarkers using widely-used Automatic

Pipeline Methods like FSL, Free Surfer SPM12,and ANT are commonly employed

[7], whereas DL techniques such as CNN and Transfer Learning Methods are often

used for detecting AD.

Alzheimer’s Disease encompasses various subtypes and stages, ranging from

CN to MCI, and from MCI to AD. The Prec of identifying AD is quite high when

comparing it with CN, MCI, or distinguishing between CN and MCI [128]. How-

ever, there is still room for improvement in multiclass detection, especially when

dealing with three or four classes and subclasses of MCI. The current binary and

multiple class detection methods for the subtypes of MCI are not yet satisfactory.

Therefore, numerous research approaches have been employed to find an effective

methodology for detecting these stages. Some pipelines have demonstrated accept-

able Acc in recognizing AD in different classes. This review focuses on screening

and extensively investigating the most significant research studies in this area.IN this

study, we have reviewed the three modes of study, biomarker-based, fusion-based,

and automatic pipline-based approach and machine and DL methods.

• In this study, the efficacy of biomarkers in detecting AD and its subclasses is

examined through a comprehensive analysis. This article covers a wide range

of types of biomarkers, highlighting their potential as effective tools for the

detection of AD in different classes.
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• Additionally, the study explores various handcrafted methods, specifically

Automatic Pipelines, to determine which offer superior preprocessing capa-

bilities for structural biomarker scans and yield optimal statistical features.

Moreover, it investigates pipelines that exhibit favorable approaches to fusion

and registration in order to access multimodal features.

• An in-depth examination of ML and DL based methods is conducted with the

aim of identifying those that facilitate the creation of appropriate models for

AD detection across all subclasses.

2.2 Biomarker Based Study

A diverse range of biomarkers has been shown to be valuable in the diagnosis of

many neurological disorders. Research has revealed that the erratic behavior dis-

played by individuals with AD is a direct consequence of a brain condition that arises

due to these abnormalities[11]. In particular, the amyloid precursor protein (APP),

which is present in various regions of the brain, serves as an effective tool for precise

biological localization [70]. Under specific pathological conditions, APP plays an

important role in facilitating processes such as neuronal regeneration, degradation,

and recycling. In particular, reduced levels of APP have been associated with el-

evated levels of protease within synapses. This increase in protease activity has

been associated with deficiencies and disruptions within neuroregions caused by

said deficiencies. Synapses act as crucial intermediaries between neurons by trans-

mitting messages throughout the brain. Neurons utilize membranes containing APP

molecules as protective barriers against harmful stimuli, since protease enzymes

are predominantly located outside of blood vessels, a phenomenon known to induce
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inflammation.

2.2.1 Clinical Research

Within the realm of healthcare research, a clinical trial serves as an extensive

examination of data, encompassing both the microcosm of patient care and the

macroscopic nature of clinical trials. The primary motivation behind gathering

this information is to evaluate patient outcomes, achieved through rigorous clinical

studies[187]. The fundamental objective driving these trials lies in subjecting novel

medical innovations, therapeutic approaches, and technological advances to real-

world testing scenarios. In doing so, the researchers aim to validate their efficacy in

practical healthcare settings[141].

2.2.2 Genetic Biomarker

Due to the wealth of information they reveal regarding an individual’s physical con-

dition and state of being, DNA samples are inherently private. When DNA and RNA

sequencing is analyzed, it becomes possible to determine whether the observable

characteristics of a person were inherited from their parents[86]. Genetic samples

have increased sensitivity due to their ability to convey personal health-related data

and overall well-being.Thorough examination of genetic elements within the human

body necessitates meticulous scrutiny of neurological, pulmonary, and cardiovas-

cular domains. These crucial attributes in the brain play a pivotal role in accurately

diagnosing individuals afflicted with AD. The APOE4 allele, specifically the Apo

lipoprotein E (APOE) 4 allele, stands out as the most substantial genetic predispo-

sition to develop this neurodegenerative disorder. Despite extensive research efforts

dedicated to unraveling the underlying mechanism responsible for this increased
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susceptibility, uncertainties persist regarding how apoE4 precisely triggers the onset

of AD[203].

2.2.3 Positron Emission Tomography

PET imaging utilizes a scanner that not only detects Gamma rays, but also per-

forms three-dimensional picture reconstruction. This technology can be used to

measure the proportion of amyloid in the brain, which is a key factor in diagnos-

ing AD. Additionally, PET imaging allows the quantification of glucose levels in

various areas of the brain, distinguishing between different groups of subjects, and

tracking glucose movement among individuals[135]. This biomarker helps explain

the functional alterations observed in the brain structure of AD patients and can

be used to monitor glucose content within different regions of the brain. Using

PET imaging, researchers gain valuable information on both structural changes and

metabolic processes that occur within affected brains. This information is essential

to better understand the progression of AD and to develop more effective diagnostic

techniques and treatment strategies[139].

2.2.4 Biospecimen Biomarker

The collection of patient biological samples during the sequencing analysis is of

utmost importance in the context of AD. The emergence of biomarkers has rev-

olutionized the field by introducing a revolutionary way of diagnosing diseases,

representing a major change in the way diseases are identified[75]. This has en-

abled the use of a novel approach that has altered the way diseases are identified.

By measuring the mobile structural components of the brain, researchers can per-

form structural brain quantification, which is an effective way to track and monitor
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neurological function in people aging. These markers allow for a comprehensive

evaluation and assessment of neurological functioning in this particular group.

2.2.5 Structural Magnetic Resonance Imaging

The use of sMRI has been found to be a beneficial tool in studying the intricate

anatomy of certain regions of the brain[6]. This technology takes advantage of the

preservation qualities of hydrogen atoms and resonance within static and magnetic

fields, allowing for the detection and recording of signals through a radio receiver. It

has been especially useful in distinguishing Alzheimer’s patients based on anatomi-

cal differences between various parts of the brain. To detect morphological changes,

several imaging techniques have been used, such as structure analysis, volumetric

analysis, cortical thickness measurement, voxel-based analysis, longitudinal anal-

ysis, and structural morphology. Of these, sMRI stands out due to its ability to

generate unique attenuation patterns that show different types of gray matter com-

position. Additionally, it provides information on the various dimensions of brain

regions and subregions, which helps to accurately pinpoint areas affected by AD.

Using sMRI techniques in combination with other diagnostic tools and evaluations,

researchers can better understand how this debilitating disease affects particular

areas of the brain[220].

2.2.6 Cerbro Spinal Fluid

Cerebrospinal fluid (CSF) is a key element in the investigation of AD. A protein

levels between healthy people and those with Alzheimer’s. The diagnosis is based

on whether there is an increase or decrease in the protein[31]. Other important brain

biomarkers include A40, A42, phosphorylated tau (p-tau), and total tau protein (t-
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tau). These proteins in the CSF provide useful information on the various factors that

affect certain areas. In particular, individuals with Alzheimer’s have significantly

lower levels of active A42 protein than healthy people. CSF concentration can be

affected by physical conditions through its relationship to A40. In addition, it should

be noted that increased cognitive awareness leads to better information retention in

the body than during periods of rest. All of these diagnostic markers are essential

to identify and diagnose AD [195].

2.2.7 Fluid Attenuated Inversion Recovery

The FLAIR image, also known as the flare image, is a significant MRI biomarker

that can be used to identify brain lesions that hinder the proper functioning of the

cerebrospinal fluid (CSF). To ensure that image quality is not affected by CSF, certain

measures must be taken [127]. The FLAIR MRI sequence is designed to suppress

fluid signals, thus improving visibility of periventricular hyperintense lesions, such

as those associated with multiple sclerosis (MS) plaques. Furthermore, the weighted

percentage of T2 is often used in Flair Modality to detect potential disorders within

distinct class clusters and to detect the presence of white matter in affected brain

regions. These areas can also lead to differences between different age groups. In

general, understanding and interpreting flare images can help medical professionals

diagnose conditions related to brain abnormalities and lesions that affect the CSF in

the brain. Using advanced imaging techniques, such as FLAIR sequences and T2

weighting analysis, researchers can gain valuable information on the structural and

functional aspects of these complex neurological phenomena [162].
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2.2.8 Diffusion Tensor Imaging

DTI is a type of magnetic resonance imaging that uses isotropic diffusion to measure

the structural integrity of brain white matter pathways [137]. Data from DTI can be

used to create three-dimensional reconstructions of neural pathways through fiber

tractography (FT). DTI is a well-known technology that is often used to analyze the

diffusivity of water molecules in tissue [13]. When water molecules do not move

consistently throughout the brain, it can lead to a gradual decline in memory and

eventually loss of memory. AD is characterized by changes in the movement of water

molecules in the brain, which is important for identifying structural differences and

diagnosing symptoms. This study supports the idea that the use of a single modality

is the most practical approach to diagnosis[119].

2.2.9 Electroencephalography

Electroencephalography (EEG) is a widely used neurophysiological technique to

document and assess brain electrical activity, particularly brain waves. It is a valu-

able tool for identifying neurological processes and conditions[88]. A typical EEG

examination typically displays consistent frequency and waveform characteristics.

People with epilepsy tend to have an increased prevalence of electrical activity in the

brain, which is characterized by a higher number of active brain waves. The elec-

trical conductivity of different tissues varies between individuals and over time.For

diagnostic purposes, EEGs are usually done for less than an hour. On the other hand,

ambulatory EEGs are longer procedures that involve continuous monitoring for one

hour or more. Electroencephalography (EEG) combined with video monitoring is

commonly used during long-term procedures that can take an entire day or up to a

week to collect data.The term "long-term monitoring" refers to the practice of contin-
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uously observing and recording data over an extended period to gain comprehensive

insight into brain activity patterns and potential abnormalities associated with cer-

tain conditions or disorders such as epilepsy. Electroencephalography (EEG) is

essential to objectively capture the intricate electrical dynamics within the human

brain through the measurement of distinct wave forms known as brain waves. Its

various applications provide valuable information on neurological processes and are

highly beneficial for diagnostics, treatment planning, and understanding complex

conditions such as epilepsy both on short- and long-term bases[87].

The Figure 2.1 presented below illustrates the comprehensive processing of the

biomarker using both Handcrafted Feature Extraction techniques and DL methods.

Figure 2.1: Biomarker based AD detection approach

Additionally, it covers the validation procedure for each category. After delving

into recent studies on biomarker levels, our objective is to identify shortcomings in

disease diagnosis methodology in the following Table 2.1.
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Table 2.1: Biomarker based study for AD detection

S.No Author Modalities Observations

1 [209] sMRI, T1-

Weighted

In the study, 221 older adults were included, 110

with AD (85 to 77), MCI (77 to 76) and subjective

MCI (78 to 82). T1 and Flair images were taken

first to assess the structure and anatomical relation-

ship. They then used ML classification with logistic

regression (L1 regularization) and linear SVM mod-

els.

2 [217] MRI, DTI,

T1-Weighted

The author explains AD and aging. The FSL tool

"BET" was used on 111 ADNI patients, 15 of whom

had AD, 68 MCI. The results were compared with 35

features in the Hough transforms. MCI and AD were

examined. Take advantage of the normalized char-

acteristic path length, clustering coefficients, and

small-world effects.

3 [182] MRI,DTI Based on tracts (20 MCI, 20NC, 38 DTI). Probabilis-

tic tractography was applied to 84 patients with MCI

and AD. Analysis and classification were based on

SVM and average FA values, fiber predefined seed

region volume, and thalamus volume.

Continued on next page
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Table 2.1 Biomarker based study for AD detection

S.No Author Modalities Observations

4 [142] MRI,DTI A total of 202 people were tested for AD, MCI,

and NC.In this study, two ODF-based deterministic

and probabilistic tractography methods (Probtrackx)

were tested and analyzed.The results are similar for

MCI and the regular groups.

5 [142] T1-Weighted

MRI

Using basic data processing, the author performed

tract analysis with a FSL and cortical surface analysis

with a free surfer to produce a t1 weighted image.

After collecting the data, the author used multiple

linear regression to predict the MCI group.

6 [137] DTI,T2

Weighted

The author used the FREE surfer with tracula model

for tract-based analysis and the statistical package

for social sciences for a group analysis to determine

the attention factor in MCI patients.

7 [212] DTI,T2

Weighted

This cingulum tractography was developed based on

the volume of left hippocampal tissue affected in 20

subjects. Volumes of the right and left hippocampi

(mm3): RHV, LHV, RHV, F A of the left cingulum,

FA of the right cingulum.

Continued on next page
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Table 2.1 Biomarker based study for AD detection

S.No Author Modalities Observations

8 [124] DTI AD causes normal white matter to become abnor-

mal. The study included 49 people with cognitive

impairment and 33 healthy individuals. Consolida-

tion of spherically confined free tissue. Using the

population template, this can be easily done.

9 [109] DTI,T2

Weighted

In the white matter, it forms a cortical network.

Twenty-five Alzheimer’s patients and thirty healthy

controls were analyzed based on cortical resorption

with anatomical labels. There are several diffusion

magnetic resonance tractography groups that use or-

bital path, medial, orbital, middle temporal gyrus,

and dorsolateral correlations.

10 [215] DTI,T2

Weighted

Scanners with DTI and cross-lag ALD DA cross-lag

detect early AD. It was all DTI. A K-S test. AB-

SURD VALUES It counted. A dementia biomarker

study 135 A test for ADs. Psych anisotropy Struc-

tured connectivity data helps model predict progres-

sion. Dementia brain damage.

Continued on next page
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Table 2.1 Biomarker based study for AD detection

S.No Author Modalities Observations

11 [138] sMRI A total of 871 elderly ASPS participants and 347

family members participated in our study. In this

study, we used a simple SVD score derived from

MRI scans to predict the future risk of dementia.

This score is calculated based on cognitive tests.

12 [64] DTI A Graph-based Lobar Network Analysis was per-

formed on the global brain and AD. Patients with AD

have a decreased amount of functional connectivity

in the hippocampus, temporal, parietal, frontal, and

occipital ganglia nodes.

13 [210] TI,T2-

Weighted

There were 43 to 89 affected by DTI, DSEG-A, cog-

nitive and statistical analysis SVD. EF and GC de-

creased faster in patients with more SVD disease.

The findings suggest that DSEG- can be used to

predict disease flow and impact. DSEG predicts

cognitive decline in healthy individuals.

14 [98] MRI In this study, voxel morphometry is used. White

matter degeneration in the elderly can be accurately

detected using LIMM and image analysis. Using

this model, the classification Prec is greater than 90.

Continued on next page
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Table 2.1 Biomarker based study for AD detection

S.No Author Modalities Observations

15 [108] MRI A CNN genomics study MRI and A is being carried

out in 151 people, 51 of whom have AD and 100 of

them do not. The image prediction algorithm elimi-

nates transgender subjects with high heterozygosity

after normalizing and processing the image.

16 [199] DTI Cognitive function is determined by statistical anal-

ysis of gray matter, tractography, and white matter.

Memory is reduced in patients with AD according

to MMSE scores. WM is also affected in AD.

17 [99] Genetics

Data

A four-year clinical trial administered RAVLT to 51

older people with FH dementia and Apo lipopro-

tein E4 (52%). These factors were associated with

genetic and metabolic risk factors for AD.

18 [192] DTI The study included 31 patients with AD, MCI and

spinal cord injury aged 51 to 89 years. According to

the researchers, the diffusivity of the fibers and the

projection were inversely related. The researchers

found that the perivascular spaces had less water

diffusivity than the severity of AD.

Continued on next page
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Table 2.1 Biomarker based study for AD detection

S.No Author Modalities Observations

19 [171] GENETICS This article’s data is based on ADNI. The study also

includes elderly people with and without dementia.

The metabolism of FDG PET decreases in the hip-

pocampus region.

Thus, these are the various analyses of the biomarker-focused studies found in

recent research articles. Different observations have been made in these studies. We

have also performed the analysis using various parameters for AD detection using

modalities, data source, result achieved and multiclass and binary class classification

in Table 2.2.

Table 2.2: Detail analysis of different modalities, data source for the AD detection

S.No Author Data

Source

Modalities Result Multi

class

Binary

Class

1 [85] OASIS MRI AD 73.25 ✓ X

2 [190] HAVARD MRI - ✓ X

3 [62] ADNI MRI 95.23 AD X ✓

4 [122] OASIS MRI 98.88% Acc X ✓

5 [116] OASIS MRI 92.85% AD ✓ ✓

6 [165] ADNI MRI 99% AD ✓ ✓

7 [113] OASIS MRI 90%AD ✓ X

Continued on next page
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Table 2.2 Detail analysis of different modalities, data source for the AD detection

S.No Author Data

Source

Modalities Result Multi

class

Binary

Class

8 [55] ADNI MRI 92% AD ✓ X

9 [69] ADNI BIO 99.67% AD ✓ X

10 [58] GERAD1 GENETIC 90%AD X X

11 [90] AIBL MRI 86% MCI for AD ✓ X

12 [66] ADNI, CSF ABeta-42 neu-

ronal pentraxin

decreased

✓ ✓

13 [151] DIAN CSF Neuronal Pen-

traxin decreased

NLF rate

X X

14 [52] ADNI PET changed to AD

98%

X X

15 [52] ADNI CSF,MRI,PET MCI to AD

41.3% to 28.4%

✓ ✓

16 [131] ADNI PET,CSF 94% AD X X

17 [39] ADNI FDG, PET AD detection ✓ X

18 [50] ADNI MRI AD 86.8 ✓ X

19 [110] ADNI MRI 91.74% MCI

from CN

✓ ✓

20 [47] NICDS MRI 88.6% AD ✓ X

21 [188] PRIVATE MRI 86% MCI to AD X X

Continued on next page
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Table 2.2 Detail analysis of different modalities, data source for the AD detection

S.No Author Data

Source

Modalities Result Multi

class

Binary

Class

22 [103] PRIVATE CT,MR,CSF 91% AD X X

23 [159] PRIVATE GENETIC 28 score AD ✓ X

24 [123] PRIVATE CLINICAL - X X

25 [121] HIPAA MRI AD 93% ✓ ✓

26 [184] NINCDS MR CLINICAL 95% AD X X

27 [196] PRIVATE CLINICAL - X X

28 [152] ADNI PET Group 1 to 5 4%

to 27%,64% and

100% MCI

✓ X

The results of the previous study, presented in Table 2.1 and Table 2.2, indicate

that sMRImethods, such as T1 and T2, are highly precise when it comes to detecting

AD in binary or single class scenarios. However, this technique does not provide the

same level ofAccwhen used for binary, unary, or multilayer classifications. Although

the AD class shows a high degree of predictionAcc, it requires extensive observation

to make predictions in multiple classes. Therefore, further research and potential

improvements are needed.The categorization of various groupings of classes attains

a high degree of Acc at both binary and unary levels. Thus, it is essential to augment

these findings in order to attain a more precise identification of individuals with AD.
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2.2.10 Fusion and Registeration Methods

Image fusion combines the information from multiple images into a single, updated

view from the MRI for AD classes. Image fusion aims to reduce data while simul-

taneously producing more understandable images for people and robots. Hybrid

feature extraction requires the registration process in order to fuse images. Regis-

tration is the process of transforming data into a single coordinate system. Image

registration, in which images are overlaid to integrate numerous images, plays an

important role in image analysis. It is possible to capture them at different times

using different vantage points and using different sensors. Medical imaging uses

registration to combine data from several modalities such as CT, sMRI, SPECT, and

PET to obtain complete patient information. It is important to take into account the

type of data, the collection technique, as well as the level of Acc and sensitivity re-

quired when choosing an appropriate registration method. Since image registration

tasks are so varied, there is no universal method that works in all cases.The detail

analysis of the different Fusion and registeration method is used for the anlaysis is

decribed in the Table 2.3.

Steps for Registeration

Using the Fusion method, detailed and informative information can be extracted

from an image for AD detection. The preprocessing process is integral to the image

fusion phase to achieve the desired result, enhancing the registration process through

alignment using both geometric and alignment terminologies.

• This Block Diagram illustrates the first process component of the set of pre-

processed images. These images underwent processes such as skull stripping,

bias correction, and normalization.
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• The images are grouped and collated together. A pre-processed image serves

the purpose of alignment, determining the intensity. Variations in MRI struc-

ture intensities are key parameters for the analysis of this study.

• Evaluating the region of interest stands out as one of the most vital parts in

determining the different subjects that make up the various studies.

• On the basis of vectors of intensity, the direction in which a subject is identified

can be determined, signaling the occurrence of multivalued intensity.

• The registered image gets a label according to the decision parameters. In

decision labeling, symmetric equivalence is essential as the alignment matrix

of the images might not always be accessible.

• For a more detailed and precise depiction, the preprocessed images are amal-

gamated. A meticulous description is the result of this amalgamation of

pre-processed images.

Table 2.3: Registeration and fusion method for the detection of AD

S.No Author Data Source Methods Results Multi

class

Binary

class

1 [105] ADNI fusion of classi-

fiers

AD vs. NC =

92%

× ✓

2 [225] ADNI fusion of classi-

fiers

AD vs. NC =

93.35%

× ✓

Continued on next page

38



Table 2.3 Registeration and fusion method for the detection of AD

S.No Author Data source Methods Results Multi

class

Binary

class

3 [102] ADNI Multimodal fu-

sion MRI-PET

AD vs.NC, MCI

vs NC 96.93%

and 82.75%

× ✓

4 [28] ADNI Multispectral

Fusion for

CT and PET

Modalities

Multispectral

Fusion shows

the promising

result

× ✓

5 [149] ADNI Label Fusion Automatic Seg-

mentations

× ✓

6 [198] ADNI Multi-Modality

Fusion

AD vs NC 98% × ✓

7 [191] PRIVATE Multifusion ITL effec-

tiveness were

more

× ✓

8 [156] ADNI Fusion of fea-

tures

Fusion approach

of NCST and

NSst provides

better

× ✓

9 [154] ADNI Fusion of

Imaging Modifi-

cations

MRI + PET

Modality Ac-

ceptable Acc

× ✓

Continued on next page
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Table 2.3 Registeration and fusion method for the detection of AD

S.No Author Data source Methods Results Multi

class

Binary

class

10 [51] ADNI Fusion of Fea-

tures

Modalities

Based Fusion

× ✓

11 [4] ADNI Multispectral

Fusion

AD 70.2% Acc × ✓

12 [57] ADNI Decision Fusion 84.73% Acc × ✓

13 [49] ADNI Decision Level

Fusion

92.6% Acc × ✓

14 [15] ADNI Decision Level

Fusion

80.9% Acc × ✓

15 [221] ADNI Multimodal Fu-

sion

MRI + PET =

0.97% Acc

× ✓

16 [160] Private Gating Mecha-

nism

0.792% Acc × ✓

17 [223] ADNI Adverse hyper-

graph Fusion

93.0% Acc × ✓

18 [204] ADNI Image Fusion 94.11% Acc × ✓

19 [32] Acrostic Fusion 84–90% Acc × ✓

20 [224] Private Data Attribute Level

Fusion

94% HC vs.

MCI

× ✓

From the Table 2.3 above, the following analysis shows the potential impact of fusion
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techniques and summarizes what sort of improvements in the diagnostic process are

necessary.Hybrid level of features are mostly taken in to the account from the multi-

modality imaging techniques for the AD Detection.Promising Acc is achieved using

the Hybrid level of features in the Binary, Unary and multiclass analysis of ADIn

terms of detection of AD, the hybrid set of procedures provides the maximum level

of Acc.

2.3 Feature Extraction

In conventional methodologies, automated systems are often used that include func-

tionalities to rectify picture irregularities and identify prominent characteristics.

The tools are used to discern and juxtapose different cerebral regions in various

participants, taking into account their respective limits. This is accomplished via

the use of graphical representations that delineate the segregated cortical sections.

The use of ML and DL techniques is employed to utilize diverse learning algorithms

in the diagnosis of AD development. It is feasible to categorize distinct cohorts into

three categories: individuals diagnosed with AD, individuals with MCI and those

with normal CN. Additionally, subcategories can be established within the MCI

category. Advancements in the diagnosis and treatment of age-related cognitive

decline have led to improved efficacy in the detection and management of symptoms

associated with AD To quickly and precisely determine a diagnosis, medical pro-

fessionals often use sMRI techniques to examine both the structural and functional

aspects of brain tissue.
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2.3.1 Significance of Feature Extraction

The Handcrafted Feature Extraction approach in the field of medical research has

proven to be a valuable tool for predicting AD. By utilizing image processing

techniques, researchers can extract key features from biomarkers through a fusion

process. These extracted features play a vital role in the subsequent steps of the

analysis, such as selection and validation of features. The handcrafted process en-

sures that only relevant and significant features are considered in the classification

of classes with AD symptoms.When compared to traditional methods, which often

employ a multi-mode approach for feature extraction, the Handcrafted Feature Ex-

traction approach offers several advantages. The use of image processing techniques

allows for more precise identification of important disease markers. Additionally,

the fusion process improves the Acc of feature extraction by combining information

from multiple biomarkers.An important aspect of this approach is optimal feature

selection. By carefully selecting the most informative features, researchers can

improve the Acc and efficiency of their predictive models. This step is crucial in en-

suring that only relevant information is used in the classification process.Moreover,

validation techniques play a key role in confirming the effectiveness and reliability

of the selected characteristics. Through rigorous testing and evaluation, researchers

can determine whether the extracted features truly contribute to accurate predictions

of AD. the Handcrafted Feature Extraction approach represents a sophisticated and

effective method for predicting AD. Its reliance on image-processing techniques and

fusion processes ensures that only relevant features are considered, leading to more

accurate classifications. With further advancements in this field, we can hope to see

even greater progress in our understanding and detection of this debilitating disease.
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2.3.2 Automated Pipelines

The structural and functional connectivity of the brain, as well as to identify ab-

normalities and patterns in the data. These tools employ various algorithms and

methodologies to extract features from MRI data, such as cortical thickness, gray

matter volume, DTI metrics, and functional connectivity networks. Free Surfer is

one of the most widely used software packages for automated feature extraction

from MRI data. It offers a variety of capabilities, including brain segmentation,

cortical surface reconstruction, and volumetric analysis. SPM (Statistical Paramet-

ric Mapping) is another popular tool that allows the extraction of features from

neuroimaging data. Provides a comprehensive suite of functions for preprocessing,

statistical analysis, and visualization of brain imaging data. AFNI (Analysis of

Functional NeuroImages) is a powerful tool for analyzing functional MRI data. It

offers a wide range of preprocessing steps and statistical analysis methods to study

brain function. FSL (FMRIB Software Library) is a comprehensive library of im-

age analysis tools specifically designed for functional and structural brain imaging.

DIPY (Diffusion Imaging in Python) is an open source software library that fo-

cuses on the processing and analysis of diffusion MRI. NIPYPE (NeuroImaging in

Python: Pipelines and Interfaces) provides a unified interface to many neuroimag-

ing software packages, allowing for seamless integration and workflow automation.

AUTOMATIC ANALYSIS is an open source software tool that aims to provide fully

automated processing pipelines for sMRI data analysis. fMRIPrep is a robust pre-

processing pipeline specifically tailored for functional MRI data. Ants (Advanced

Normalization Tools) offers tools for image registration, segmentation, template

building, and more. In conclusion, these tools play a crucial role in the field of

neuroimaging research by enabling researchers to extract meaningful features from
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MRI data in an efficient and standardized manner.

2.3.3 Feature Extraction Methods

These handcrafted feature extraction models have been used in various studies for

various diseases. They are highly confirmed in setting out the characteristics in

Table reftab:6 with different parameters that justify the prediction characteristics for

the Neuroimaging Disease Organization.The different Automated and handcrafted

methods are used for the AD detection in Table 2.4

Table 2.4: Analysis on the automated piplines and feature extraction methods.

S.No Author Method Description

1 [146] SPM Statistical Parametric Mapping refers to the cre-

ation and analysis of spatially extended statisti-

cal processes to evaluate hypothesis concerning

functional imaging data. It is a piece of software

that puts these principles into action and studies

brain imaging data. Sequences might be made

up of photos from a single cohort or a collection

spanning a time period. A current version is op-

timized for fMRI analysis, PET analysis, SPECT

analysis, EEG analysis, and MEG analysis.

Continued on next page
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Table 2.4 automated piplines and feature extraction methods

S.No Author Method Description

2 [42] AFNI AFNI (Analysis of Functional Neuro Images)

is a well-known software package that includes

scripts written in C, Python, R, and shell specifi-

cally designed to analyze and visualize MRI data

from multiple modalities, including anatomical

FMRI and DW. It is open to the public for re-

search purposes (both open source code and pre-

compiled binaries).

3 [1] FreeSurferI based on tracts (20 MCI, 20NC, 38 DTI). Prob-

abilistic tractography was applied to 84 patients

with MCI and AD. Analysis and classification

were based on SVM and average FA values, pre-

defined fiber seed region volume, and thalamus

volume.

4 [211] FSL FSL is a complete tool library to analyze brain

imaging data from FMRI, MRI, and DTI. It

is straightforward to install and work on both

Apple and PCs (Linux and Windows through

a Virtual Machine). The majority of tools

can be launched from the command line and

through graphical user interfaces ("point-and-

click" graphical user interfaces).

Continued on next page
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Table 2.4 automated piplines and feature extraction methods

S.No Author Method Description

5 [67] DIPY The Python 3D/4D+ imaging library is what it

is called. It encompasses methods for spatial

normalization, signal processing, ML, statisti-

cal analysis, and medical image visualization,

in general. I [82] also incorporates computa-

tional anatomy methodologies such as diffusion,

perfusion, and sMRI.

6 [72] Nipype Nipype is part of the NiPy open source com-

munity effort. This Python project provides a

uniform interface to current neuroimaging tech-

nologies and promotes interactions between dif-

ferent packages within a single workflow.

7 [44] Automatic anal-

ysis

The Matlab-based pipeline system, known as

Automatic Analysis (AA), is designed for neu-

roimaging analysis. It is compatible with SPM

5/8 and specific FSL functions.

Continued on next page
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Table 2.4 automated piplines and feature extraction methods

S.No Author Method Description

8 [59] fMRIPrep A robust interface for scanning protocols with

minimal user input, fMRIPrep offers a variety

of methods, including co-registration, normal-

ization and unwarping, extraction of noise com-

ponents, segmentation, and skull stripping. The

processed data can be further analyzed using

graph theory metrics, surface- or volume-based

statistics, and fMRI task or resting state mea-

surements.

9 [201] ANTs Advanced Normalization Tools (ANT) allow the

extraction of brain anatomy statistics from com-

plex datasets, especially high-resolution images.

10 [91] Brain Suite Brain Suite comprises a collection of open

source software tools to analyze brain scans

from MRI, with a primary focus on automation.

Following the approach of recent research conducted in the field of AD detec-

tion, a more in-depth analysis was performed within the framework of particular

automated pipelines and handcrafted feature extraction methods in various studies.

An analysis of the results obtained through binary and multiclass classification is

presented in the table. 2.5.
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Table 2.5: Recent study of FE method using automated and non automated pipelines

S.No Author Data Source FE Method Result Multi

class

Binary

class

1 [24] ADNI SPM 12 and

VBM

AD VS HC

99.93

× ✓

2 [33] NCRD SPM12 AD vs CN

93.33%

× ✓

3 [101] ADNI SPM12 and

FSL

HC vs mAD,

p<0.001,p<0.001

× ✓

4 [100] ADNI ANT Tool and

SPM12

AD vs HC

98.33%

× ✓

5 [104] ADNI FREE SURFER MCnc vs MCic

= 73.91%

× ✓

6 [120] ADNI FSL CN vs AD =

0.82%

× ✓

7 [145] Private SPM CSF parame-

ter,AD (p=0.03)

× ×

8 [26] ADNI SPM8 AD vs NC =

88% , AD vs

MCI=75

× ✓

9 [61] ADNI FREE SURFER MCI to AD p=

1.07e-5

× ✓

10 [76] ADNI Verbal Learn-

ing Data

AD vs MCI=R=

0.43,R=0.050

× ✓

Continued on next page
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Table 2.5 FE method using automated and non automated pipelines

S.No Author Data Source FE Method Result Multi

class

Binary

class

11 [172] ADNI FREE SURFER NA × ×

12 [93] ADNI NON Conven-

tional

NC to EMCI=

0.45%

× ×

13 [219] ADNI NEURO

QUANT,NEURO

READER

AD vs. MCI =

0.69%

× ✓

14 [8] ADNI FSL AD VS NC

=90.2%

× ×

15 [125] ADNI FSL NC vs AD=

95%

× ✓

16 [133] ADNI FSL CN VS AD =

90%

× ✓

17 [130] Klinikum

Rechts-

deisar

FSL AD vs MCI 95 × ✓

18 [218] ADNI SPM AD (R = 0.51, p

= 2.2 * 10 1)

× ✓

19 [38] ADNI Free Surfer mAD vs. HC =

96.51%

× ✓

20 [179] ADNI MMSE NA × ×

Continued on next page
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Table 2.5 FE method using automated and non automated pipelines

S.No Author Data Source FE Method Result Multi

class

Binary

class

21 [163] ADNI FSL Changes in Hip-

pocampus ob-

served in EMCI

× ×

22 [111] Private Free Surfer AD(P<.05) × ✓

23 [169] ADNI FSL AD = 0.98% × ×

24 [144] ADNI MIPAV,SPSS AD=0.001,

p<0.005

× ×

The results of Table 2.5 demonstrate that Free Surfer is the most successful

approach to extracting characteristics and has the highest Accfor the detection of AD

compared to other techniques. Handcrafted feature extraction techniques, which

involve binary and unary classes processed through image processing methods,

have been found to be more effective in detecting AD classes. It is obvious that

medical imaging techniques are the most reliable way to detect AD classes, although

there is still room for improvement. Fusion and registration approaches are being

explored and evaluated to detect AD classes.

2.3.4 Machine Learning

Medical imaging has shown great promise in the application of DL, a type of

ML based on Convolution Neural Network (CNN). Artificial intelligence (AI) is

predicted to become commonplace in all professions due to its ability to improve

efficiency, Acc, value, and quality. DL is one of the techniques that does not require
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Handcrafted Feature Extraction. Radiology uses ML and DL to classify patients,

assess risk, segment them, diagnose, anticipate results, and even predict treatment

outcomes. Imaging-based diagnosis, ML, and DL methods were used to classify

neurodegenerative disorders, epilepsy, and desalinating diseases. The traditional

ML method used in the identification for AD detection 2.6.

Table 2.6: ML models for AD detection

S.No Author Model Description

1 [73] SVM The purpose of this article is to create and

evaluate classifiers that can differentiate between

Alzheimer’s patients and healthy controls based

on their FA or MD volume. We constructed an

SVM classifier using FA/MD data and achieved

excellent Acc, sensitivity, and specificity with a

linear SVM classifier.

2 [126] SVM personalized medical care that meets the needs of

the patient and his environment can improve the

quality of life of both the patient and his environ-

ment. Computer-generated FDG PET scans may

be beneficial in early detection of the condition.

The temporal and parietal lobes were affected. An

SVM was used to categorize these lobes.

Continued on next page
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Table 2.6 – ML models for AD detection

S.No Author Model Description

3 [155] SVM People living withAD often experience memory

loss. Medical image analysis is increasingly being

used to help diagnose and track the effectiveness

of treatment. SVM are being employed in this

process. The suggested technique has been found

to accurately diagnose AD in 90% of cases.

4 [10] SVM AD and MCI may be simpler to identify. This

technique could furnish information on the vol-

ume of the brain. SVM are utilized to recognize

cancer cells. In human choriocarcinoma cells,

Alzheimer’s was detected with 93.85% specificity

(Free Surfer). These features differentiate MCI

from Healthy Controls (HC) and AD (AD.

5 [37] SVM A statistical learning theory classifier has been

developed to detect early AD. The dimensional-

ity curse is overcome by using feature correla-

tion weighting in the t-test. A temporoparietal

SVM built from the 20 most discriminative fea-

tures achieves a maximum Acc of 98. 3%.

Continued on next page
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Table 2.6 – ML models for AD detection

S.No Author Model Description

6 [27] ANN In AD, prodromal clinical variation makes diag-

nosis and prognosis more difficult. Some studies

have used sMRI data instead of case-control re-

search to predict clinical assessment scores (such

as the AD Assessment Scale or the Mini-Mental

State Examination).

7 [143] ANN Multiomics data and the small sample size make

AD modeling difficult. Too many differentially

expressed genes and methylation sites. This

model outperforms standard ML. They outper-

form previous ML techniques in feature selection

and prediction. DNA methylation data can be

used to estimate gene expression.

8 [40] ANN and hippocampus images from brain sMRI were

used to detect AD, moderate cognitive impair-

ment, and normal controls (MRI). ADNI (ADNI)

supplied the data sets for the study. The patient’s

sMRI images were automatically segmented us-

ing 3D-Slicer software. Artificial neural networks

(ANN) are utilized in clinical diagnosis.

Continued on next page
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Table 2.6 – ML models for AD detection

S.No Author Model Description

9 [147] ANN ANN may outperform linear regression in this sce-

nario. Chemicals were discovered in both people

living with early AD and healthy controls. The ra-

dial and polynomial SVM models outperformed

each other wonderfully. Contour extraction from

convolutional layers, The AUC of each test fold

was outstanding.

10 [95] DNN No more memory or prototyping. Therefore, the

system may offer reliable clinical predictions, al-

lowing for the categorization of new patients and

the eventual bespoke use of pharmaceuticals. The

use of EEG waves to detect AD early has attracted

the attention of researchers as an alternative to

more Handcrafted Feature Extraction methods.

Data have an impact on inverse spectral ranges.

In diagnosis, deep neural networks (DNNs) out-

perform short neural networks (SNNs). We inves-

tigate how deep neural networks might be utilized

to identifyAD (DNN).

Continued on next page
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Table 2.6 – ML models for AD detection

S.No Author Model Description

11 [74] DNN It is essential to detect AD early on. DL may be

helpful in this situation. Data for this research

were segmented and selected using nondemen-

tia longitudinal magnetic resonance imaging data.

DNN also divides AD into many groups. DNN

has the potential to improve computer-assisted

MRI diagnosis.

12 [114] DNN Malocclusions and crooked teeth are common to-

day. AD impairs oral and vocal dental records

sifted by robot STATISTIQUES DENTAL They

chose the best. DNNs examine AD traits analyze

an ideal dental characteristic for oral difficulties.

13 [222] DNN To find CMB voxels, we used susceptibility-

weighted imaging. To address the Acc issue in-

duced by the CMB/non-CMB voxel mismatch, we

adopted undersampling. DNN is made up of an

input layer, four sparse auto-encoder layers, a soft-

max layer, and an output layer. The simulation has

a sensitivity of 95.13, a specificity of 93.33, and

an Acc of 94.23. Outperforms three contemporary

techniques.

Continued on next page
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Table 2.6 – ML models for AD detection

S.No Author Model Description

14 [34] DNN DNN are used in Alzheimer’s sMRI. DNN drag-

nets exist in LRP. A final picture for categoriza-

tion. Contributions to negative network classifica-

tion take time. AD has minimal impact on healthy

people.

After examining recent research in the area of AD detection using traditional

ML methods, it was observed that SVM is the primary ML model used for AD

detection and its classes for identification and its subtypes. Therefore, a complete

analysis of the classes, modalities, FE methods, and Acc achieved in the binary class

and the multiclass for AD detection is presented in Table 2.7.

Table 2.7: FE methods analysis on the basis of subjects,modalities .

S.No Article Subjects Modality F E Methods Acc Multi

Class

Binary

Class

1 [205] AD, CN fMRI ROI 81% X ✓

2 [48] CN,

FTD

MRI, PET VBM 93% X ✓

3 [121] CN, AD sMRI Morphometry 89% X ✓

4 [158] CN, AD SPECT ROI 89% X ✓

5 [194] CN, AD sMRI VBM 82% X ✓

Continued on next page
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Table 2.7– FE methods analysis on the basis of subjects,modalities

S.No Article Subjects Modality F E Methods Acc Multi

Class

Binary

Class

6 [186] CN,

MCI

sMRI SAE 89 X ✓

7 [79] CN, AD sMRI Voxel 87% X ✓

8 [106] CN,

MCI

sMRI ROI 91% X ✓

9 [17] AD sMRI SVM 74% X ✓

10 [20] MCI,CN sMRI CNN 98% X ✓

11 [213] AD,CN sMRI CNN 97.52% X ✓

12 [173] AD

ADNI

MRI SVM 97.13% X ✓

13 [200] ADNI MRI, PET PCA 91.4% X ✓

14 [167] ADNI FMRI Google Net 100% X ✓

15 [185] ADNI MRI SVM 98.8% X ✓

16 [89] ADNI MRI CNN, RNN 98% X ✓

17 [56] ADNI MRI 2D Convolution

Network

98% X ✓

18 [63] ADNI MRI 3D CNN 94% X ✓

19 [29] EEG,

ADNI

MRI CNN 96% Deep

Boltzmann Ma-

chine

96% X ✓

20 [65] ADNI sMRI ADNet-DA 52.3% X ✓

Continued on next page
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Table 2.7– FE methods analysis on the basis of subjects,modalities

S.No Article Subjects Modality F E Methods Acc Multi

Class

Binary

Class

21 [12] OASIS sMRI 12-Layer CNN 97.75% X ✓

22 [81] ADNI sMRI Hog-CNN 98% X ✓

23 [115] ADNI sMRI Res-NET,

DenseNET

97% X ✓

24 [2] ADNI sMRI JD-CNN 94.20% X ✓

25 [117] ADNI sMRI RNN, Neural

Network

90% X ✓

2.4 Discussion

Neuroimaging is the most effective way to identify anatomical differences between

the brains of people with neurological disorders and healthy individuals. Biomarker

analysis, which provides two-dimensional (2D) and three-dimensional (3D) struc-

tural data, is especially useful for understanding the spatial characteristics of cortical

areas affected by AD. DTI is a valuable biomarker for evaluating brain disorders,

particularly in different stages of AD. DTI quantifies water molecules and fibers

in specific brain regions, providing valuable information on the pathophysiological

changes that occur in the brain. Other biomarkers, such as PET, CSF analysis, and

genetic biomarkers, can accurately distinguish between healthy brains and those with

AD. MRI and PET biomarkers are often used to detect AD due to their widespread

use and relatively accurate results. Data classification is usually done using a binary

or multiclass framework. The Acc of the binary class is usually above 95%, while
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the Acc of the multiclass is below 85%. Although the Acc of connections from the

anterior cingulate cortex (ACC) to the caudate nucleus (CN) and from the medial

prefrontal cortex (mPFC) to the CN is satisfactory, a more detailed examination

of the stages reveals unsatisfactory Acc in connections between the mPFC and the

ACC, as well as between the ACC and the CN. After analyzing biomarker levels, we

performed a systematic review using automated pipelines to diagnose AD and its

various stages. Several studies have used automated processes to differentiate AD

individuals from healthy controls (HC) or MCI. The investigations used different

data sets, software applications, and classification systems, and have demonstrated a

notable level of Acc in binary classification tasks. However, further progress in mul-

ticlass classification is needed. Studies have revealed significant differences in brain

areas or biomarkers when comparing AD-positive individuals with those classified

as HC or MCI. Some research used unconventional methodologies or proprietary

software, which may impede the ability to replicate their findings. In general, the

research mentioned above highlights the potential of automated pipelines in cat-

egorizing AD and discovering biomarkers. However, it also brings to light the

issues and limitations of this approach. Automated pipeline approaches such as

Free Surfer and FSL (FMRIB SOFTWARE LIBRARY) are renowned for detecting

AD and its stages. These approaches are more effective when used with smaller data

samples. Generally, the data set on AD has a limited scope concerning a particular

population. These tactics employ various sequential preprocessing approaches to

categorize topics. The three or four classes of categorization, or subgroups, of MCI

need more improvement than the other categories. Several research studies have

investigated fusion approaches to improve the Acc ofAD diagnosis. Data sets such

as ADNI and privately sourced data were used, and diverse modalities such as MRI,

PET, CT, and SPECT were employed. The decision-level fusion approach was
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used, which involved combining the results of different classifiers. Additionally,

feature-level fusion was used, which involved combining different features from

various modalities. Other reviews combined feature-level and decision-level fusion

techniques. The findings showed promising levels of Prec, ranging from 80.9%

to 98%, depending on the fusion approach used. Combining multiple diagnostic

characteristics has significantly increased diagnostic Prec. Advanced DL algorithms

are expected to improve diagnostic Acc further. More research is needed to confirm

the results of these studies and determine their usefulness in clinical practice. The

success of fusion and registration validation depends on the use of ML and DL

techniques. Several imaging modalities, such as MRI, PET, SPECT, and fMRI,

have been studied to detect AD using ML methods. This review covers a variety

of feature extraction and classification approaches, including ROI, VBM, SVM,

CNN, PCA, and dDL networks. The Acc of classification varies between different

methods, with some achieving Acc rates above 90%, while others have lower Acc

rates. The combination of multiple modalities and the use of DL networks, such as

Convolutions Neural Networks (CNN) and Recurrent Neural Networks (RNN), have

shown promising results in achieving higher Acc levels. Most research has also used

classification models for binary and multiclass classification problems. This paper

examines the potential of using ML methods for the early and accurate diagnosis of

AD.

2.4.1 Future Direction and Challenges

AD is a major global problem that deeply affects many people and their families.

Identifying the illness as soon as possible is essential to implement treatment and

control strategies effectively. However, current diagnostic methods can be costly and
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intrusive. Fortunately, a comprehensive study has revealed promising findings that

could revolutionize the diagnosis of AD and its various stages. The review proposes

using Handcrafted Feature Extraction, Fusion, and ML techniques to detect AD. This

approach combines multiple techniques to create a diagnostic tool with improved

Acc and dependability.

Biomarker approaches provide a notable Prec in binary classification to identify

AD. However, their effectiveness decreases when used in multi-group classification,

highlighting the need for further improvements. Handcrafted feature extraction and

categorization using ML approaches are recommended to address this issue. To

address unique challenges, multimodal techniques require accurate registration and

prepossessing of the biomarker.

For identifying AD and its many classes, include using several methodologies,

including handcrafted feature extraction, fusion and ML methods. Previous studies

have investigated the efficacy of handcrafted feature extraction techniques in binary

or single modes to detect AD. However, the study and use of multimodality fusion

techniques and various degrees of inquiry for detecting AD have not been as effective.

To enhance the fusion methodologies, several picture modalities might be used. In

addition, significant progress has been made in traditional and alternative feature

extraction and classification techniques methodologies.

There are two distinct methodologies in ML. One of them, DL, can be used

to develop a computational model for diagnosing AD. The first approach involves

the construction of a model using predetermined characteristics. In contrast, the

subsequent approach requires extracting features to construct a model to identify

AD and its corresponding classes. These methodologies have been used in several

research investigations to detect AD. Correct identification of binary classes has

been achieved; nevertheless, to improve Acc for classifications involving more than
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two classes, it is essential to use non-conventional methodologies. Hand-made fea-

ture extraction techniques have shown encouraging results in identifying structural

biomarkers. However, an opportunity exists to improve classification Acc in patients

with AD by incorporating multimodal approaches. ML methodologies, including

SVM, have significantly improved classification Prec and are widely used for the

automated detection of AD and its many subtypes.

From perusing the literature review, we have examined the singular modality-

based method deployed for identifying AD. In the subsequent chapter, we will delve

into the multiple results derived from this singular modality in AD detection. Chap-

ter 3 will also encompass an analysis of multiclass and binary class categorizations.

Binary class categorization achieves remarkable precision. However, multiclass

categorization shows a degree of flexibility in accuracy when identifying AD and

its various subtypes.
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CHAPTER 3

ALZHEIMER DISEASE DETECTION USING

STRUCTURAL MAGNETIC RESONANCE

IMAGING

3.1 Introduction

AD is a neurological disorder affecting millions of people worldwide. It is charac-

terized by the accumulation of amyloid plaques and neurofibrillary tangles in the

brain, leading to the death of brain cells [41]. This results in memory loss, cognitive

decline, and behavioral changes [60]. Early diagnosis of AD is essential for prompt

intervention and therapy, which can slow the progression of the disease and improve

cognitive performance [30]. The diagnosis is based on medical history, physical

examination, cognitive tests, and brain imaging [14]. sMRI and PET are meth-

ods used to detect amyloid plaques and neurofibrillary tangles. SMRI can identify

structural differences in the brain. This involves preprocessing, segmentation, and

statistical analysis to compare measurements between healthy individuals and those

with AD. This helps to understand the progression of AD and provides information
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for early diagnosis and treatment evaluation. Data preprocessing and enhancement

techniques are used to filter sMRI and stat features to improve results.

In recent studies to detect AD and its subtypes, numerous ML modules have

been used, including supervised learning, unsupervised learning, and reinforcement

learning methodologies. In recent years, medical research has significantly shifted

towards using artificial intelligence (AI) and ML techniques to improve diagnostic

capabilities in various healthcare domains. Supervised learning approaches, such

as SVM and Decision Tree (DT), have been extensively utilized for the diagnosis

of AD by training models on labeled data with known output [132]. Furthermore,

DL techniques, which encompass robust neural networks, have shown remarkable

potential to recognize complex patterns in large datasets, helping to identify AD-

related biomarkers. In medical research, various structural and feature-level analyses

are required, so research shows that ML models have shown the most significant

impact in detecting AD and its subtypes [177]. The inherent ability of ML algorithms

to analyze large amounts of data presents an opportunity to rapidly and accurately

detect AD early, which can lead to improved patient outcomes. Additionally, ML

algorithms can uncover intricate patterns and trends in data that may not be readily

discernible to human observers. Using these capabilities, personalized treatment

strategies can be developed based on an individual’s cognitive performance and

disease progression [174].

Using ML techniques for AD detection presents several challenges, such as

ensuring data quality, addressing model interpretability issues, and guaranteeing

generalizability across different populations. This article examines the significance

of ML algorithms in diagnosing and detecting AD, demonstrating their potential

to revolutionize early disease identification and personalized treatment approaches

while highlighting the obstacles that must be overcome for successful implementa-
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tion. The main challenge lies in accurately identifying the various regions of the

brain where AD and its subtypes are affected and detecting AD and subtypes with

sufficient Acc. Furthermore, there is a challenge in the multiclass and binary classi-

fication for the detection of AD as well as in understanding the impact of different

cortical regions in the brain. To address these challenges, we explore various ML

algorithms to detect individuals with AD, MCI, and CN. Also, to understand the

impact of different regions with different feature sets. In this article, our primary

focus is to enhance the Accof classifying multiple categories. AD, MCI, and CN.

We conducted a binary classification of AD vs. CN, AD vs. MCI, and MCI vs.

CN. Subsequently, we performed preprocessing of the extracted features to classify

different subtypes of AD. The contributions proposed through this research work in

the AD field are as follows.

• This work used a multiple data preprocessing approach, i.e., the N4 Bias

correction and feature extraction technique using an Automatic Pipeline (Free

Surfer) from sMRI.

• This work emphasizes the importance of proper data enhancement and prepro-

cessing of raw MRI data to achieve adequate classification results, followed

by preprocessing the extracted features to classify different subtypes of AD

using trending ML and EL techniques.

• The study involves the classification of multiclass and binary class to detect

AD and its subtypes. It also shows the impact of the subjects’ different cortical

and subcortical regions.
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3.2 Data Set

These images were taken at the Laboratory of Neuro Imaging University of Southern

California in Los Angeles (ADNI ACCESS DATA (usc.edu)). They are in their

original state in Table 3.1 and have not been altered. The database can be accessed

at adni.loni.usc.edu.

Table 3.1: Data set of different stages of AD

S. No Stages Modality Age Gender Quantity Properties

1 AD T1-Weighted MRI 80-85 M/F 200 Raw and Non Filtered

2 CN T1-Weighted MRI 82-85 M/F 200 Raw and Non Filtered

3 MCI T1-Weighted MRI 74-87 M/F 200 Raw and Non Filtered

The data set consists of 600 T1-weighted MRI scans of people in three cognitive

stages: AD, CN, and MCI. Each stage includes 200 participants of both genders

from different age groups. sMRI is unprocessed and unfiltered, providing a broad

and detailed data set to investigate AD and related cognitive impairments.

3.3 Method

To identify and recognize AD, ML and Expert Learning (EL) approaches were

employed. Our process included various essential stages, beginning with data

enhancement and eliminating unnecessary interference from the originalsMRI using

the N4-biased correction technique. Subsequently, features were extracted from the

preprocessed data utilizing ML and EL, which enabled us to detect AD based on the

statistical information obtained. The approach was divided into three sections: The

first focused on analyzing multiple classes, the second involved researching single
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classes to identify AD and its different types, and the third involved analyzing cortical

and subcortical structures to understand their impact on the neuroregions of these

individuals. However, both experiments used the same data-processing method.

Figure 3.1 presents a comprehensive explanation of the preprocessing process,

including calculating statistical characteristics and classifying AD subtypes.

Figure 3.1: Illustrates the complete architecture of the experimental approach employed in
Single modality approach

3.3.1 Data Processing

The detection of AD and its subtypes heavily depends on data preprocessing. We

obtained sMRI data from the ADNI data set repository, which has essential char-

acteristics. We used the N4 bias correction method to remove any artifacts from

the raw data. After that, we used the free surfer method for feature extraction. The

resulting stat file, which focused on features, was normalized using techniques such

as handling NaN and infinity, data type conversion, and normalization. These steps
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are essential for accurate data processing in Figure 3.2.

Figure 3.2: Data preprocessing for single modality

3.3.2 Feature Selection

We employed the Select K-Best technique in our feature selection process to detect

AD disease in both multiclass and binary class classification. This method helps to

reduce the dimensionality of the data set and can improve the performance of ML

algorithms. Select K-Best ranks features based on their correlation with the target

variable using statistical tests. The value of K determines the number of selected

top features, representing its depth. The steps for implementing Select K-Best

include choosing an appropriate scoring function based on the problem and data

type, ranking features according to their scores calculated by this scoring function,

and selecting the top K features with the highest scores for further analysis.

3.4 Machine Learning Methods

The utilization of feature selection techniques has caused the adoption of various ML

models such as Logistic Regression (LR), DT, SVM, RF, Gradient Boosting (GB),

and Ensemble (LR+SVM) with the Voting classifier for disease classification. ML

and EL are heavily relied upon for AD classification. EL, a popular ML technique,
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combines multiple models to generate more accurate predictions. This approach has

considerably affected AD classification by providing reliable and robust predictions

for different types and stages of AD as shown in Figure 3.4.

Figure 3.3: Stat data preprocessing, model creation and execution for binary and multi-class
classification

3.4.1 Logistic Regression

LR is a statistical technique that examines and models the relationship between one or

more independent variables and a binary dependent variable. It is commonly used in

healthcare, marketing, and credit scoring to predict outcomes. The technique utilizes

a logistic function to transform the linear combination of independent variables into

a probability value ranging from 0 to 1. The model estimates the coefficients that

maximize the probability of the observed data. The probability of the dependent

variable taking value 1 is represented by P(Y=1), which is calculated using the

equation 3.1.

The probability is given by:

P (Y = 1) =
1

1 + e−(b0+b1x1+b2x2+...+bnxn)
(3.1)

The intercept or constant term is represented by b0, while the coefficients or weights
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of the independent variables X1, X2, ..., Xn are represented by b1, b2, bn. The

mathematical constant e is also used in the equation. A statistical model employs

maximum likelihood estimation (MLE) to obtain the optimal coefficients in the

context of diagnosing AD, MCI, and CN subject. These coefficients maximize the

probability of the observed data. Based on predictor factors, the model employs a

logistic function to estimate the chance, P(Y=1), that a particular individual falls

into a specific group (AD, MCI or CN). This function converts any input to a

number between 0 and 1, which may be considered as the likelihood of a specific

categorization.

3.4.2 Decision Tree

A DT is useful for classifying or predicting outcomes. This ML algorithm creates a

tree-like structure, with each branch representing a decision rule based on a feature

or attribute and each leaf node representing a possible outcome or class label. To

construct the tree, we calculate each attribute’s information gain or Gini impurity

and select the one with the highest value as the root node. This recursively occurs

until all the data is correctly classified or a stopping point is reached. The following

are the formulas for information gain in equation 3.2 and Gini impurity 3.3 .

The Information gain is :

Ig(s,a) = H(s)−
∑

(Pt ∗Ht) (3.2)

The Gini Impurity is defined as:

Gini(S) = 1−
∑

[P (i)]2 (3.3)
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3.4.3 Support Vector Machine

The SVM is a supervised ML algorithm used for both classification and regression

tasks. The primary objective of SVM is to determine the optimal hyperplane that

distinguishes data points of different classes with the largest possible margin. For

linearly separable data, SVM finds a hyperplane described by the following equation

3.4.

The defined equation for SVM :

WT · x+ b = 0 (3.4)

The Support Vector Machine (SVM) aims to maximize the margin between the two

classes. The margin is defined as:

Margin =
2

∥w∥
(3.5)

In SVM optimization, the objective is to minimize ∥w∥ while satisfying certain

constraints. If the data isn’t linearly separable, SVM employs the kernel trick. This

trick maps the data points to a higher-dimensional space, where a linear separator

might be found. For nonlinear SVMs, the optimization problem aims to minimize

∥w∥2 along with a regularization term. Misclassifications are addressed using

slack variables. The decision boundary, termed the "hyperplane," is determined to

maximize the distance, or "margin," from the samples in each category.

3.4.4 Random Forest

Random Forest (RF) is a technique that combines multiple DT to make predictions.

This method improves the Acc of the model and prevents overfitting by averaging
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the results of the trees. The algorithmic process involves drawing random bootstrap

samples from the dataset, growing trees using a random subset of features, and

aggregating predictions from all trees. In this case, a linear separator, such as a

straight line or a plane, divides classes. Depending on the complexity of the data, a

linear, polynomial, or radial basis function (RBF) kernel is chosen. A linear kernel

is used if a straight line can separate the classes, a polynomial kernel for slightly

complex data, and an RBF kernel for highly complex, non-linear data. The selection

of the kernel has a significant impact on the effectiveness of the classification process.

3.4.5 Gradient Boosting

GB is an ML technique that builds a strong predictive model by combining weak

learners, usually DT. It focuses on minimizing a loss function by iteratively adding

new DT that corrects the errors made by the previous trees.

3.4.6 Ensemble Learning

EL is a ML technique that combines multiple models, or "base classifiers," to make

a final prediction. This concept is based on the idea that collective decisions are

usually more accurate than those made by individuals. In this research, an EL was

used that combined a Logistic Regression (LR) model and a SVM model. These two

models were chosen due to their complementary nature; LR is a linear model that

is good at estimating probabilities, while SVM with appropriate kernels can handle

non-linearity in the data. The LR and SVM models were trained independently

on the same dataset, and then their separate predictions were combined to form

the ensemble’s final decision. This combination is usually done using a method

called "voting," which can be either "hard" or "soft." In hard voting, the class label
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predicted most frequently is chosen as the final prediction, while in soft voting,

the class with the highest average probability across models is chosen. EL like the

LR+SVM can improve Acc and reliability, particularly in challenging tasks with

complex or high-dimensional data, by leveraging the strengths of different models

and mitigating their weaknesses. This is mainly due to diversity and error reduction,

as well as the mitigation of overfitting, which can boost the ensemble’s overall Acc.

3.5 Result Analysis and Discussion

This research focused on recognizing different subtypes of AD, MCI, and CN To

do this, a three-dimensional analysis was performed to process and present data that

could differentiate between subtypes. Initially, a data set of the characteristics of the

sMRI scan and a target variable that indicated the specific subtype was examined.

Preprocessing steps were then taken to address missing and extreme values and

standardize the data for consistency. The Select KBest method with ANOVA F

value was used to determine the 10 most influential features that distinguished AD

subtypes. A new data frame was created for further analysis using these chosen

features and the target variables. A pair plot was generated in Figure 3.4 to explore

the relationships among these selected characteristics. This pair plot showed how

different variables were related to each other in the context of AD subtypes.
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Figure 3.4: Pair plot of the selected features set by using the feature selection method.
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3.6 Binary Class classification

In the binary class evaluation, we have performed the three classes analysis which

provides more validation of the study, AD vs. MCI, AD vs. CN, and MCI vs. CN.

This experiment classifies instances into three stages of Alzheimer’s conditions: AD,

MCI, and CN. Binary classification tasks involve sorting cases into two categories:

AD vs. MCI, AD vs. CN, and MCI vs. CN. Various ML algorithms determine the

most effective classifier for this problem. We utilize a five-fold cross-validation to

measure how well the model performs. Before then, the data set was separated into

training and testing sets, with 60% allocated to training and 40% to testing. A list of

classifiers created includes well-established ML models such as logistic regression,

DT, SVMs with linear and RBF kernels, RF, gradient boosting, and an ensemble of

LR and SVM. The class labels are stratified to ensure that both sets have a balanced

distribution of classes. This method objectively assesses the Acc of the model and

its standard deviation. The model is trained on the entire training dataset and used

to predict labels for the test dataset. The model learns from the complete training

data and assesses its generalizability on unseen data in figure 3.5.

A confusion matrix is generated to represent the model’s performance visually.

The matrix shows the number of true positives, true negatives, false positives,

and false negatives for each class, giving insight into the model’s strengths and

weaknesses in classifying instances. A classification report is also generated, which

provides a detailed breakdown ofPrec,Rrec, score, and support for each class and the

overall Acc. Comparison of model performance across various evaluation metrics

is now simple. These metrics comprehensively evaluate the model performance,

considering multiple aspects such as the proportion of correct predictions and the

balance between sensitivity and specificity. The ROC curve shows how the actual
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positive rate (sensitivity) and the false positive rate (1 specificity) change at different

threshold settings. To evaluate the performance of a model, with a higher AUC

indicating better results. In MCI vs. CN, the DT model performs the best across

all metrics, with an Acc, Prec, Rrec, and F1score of 0.99. The GB model has shown

impressive performance, achieving values around 0.98. Meanwhile, the LR, SVM,

and Ensemble_LR_SVM models display similar performance across all metrics,

with values hovering around 0.96

Figure 3.5: (a) Plotting the confusion matrix for, AD. Vs MCI. (b) Plotting the confusion
matrix for, MCI vs CN. (c) Plotting the confusion matrix for, AD vs CN. (d) Plotting the roc
curve for the AD. vs MCI. (e) Plotting the roc curve for the MCI vs CN.(f) Plotting the roc
curve for the AD vs CN.

After analyzing the confusion matrices of the various models, which showed the

normal distribution of the data set for both classes, Table 3.2 provides information on

detecting these classes in a binary comparison with different performance metrics.
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Table 3.2: Peroformance obtained for the binary class in a single modality of AD, MCI, and
CN

Model AD vs MCI AD vs CN MCI vs CN

Acc Prec Rrec F1score Acc Prec Rrec F1score Acc Prec Rrec F1score

LR 0.84% 0.84% 0.82% 0.83% 0.98% 0.75% 98% 0.83% 0.95% 0.96% 0.96% 0.96%

DT 0.76% 0.77% 0.77% 0.76% 0.98% 0.6% 0.99% 0.66% 0.94% 0.99% 0.99% 0.99%

SVM 0.85% 0.85% 0.85% 0.85% 0.99% 0.75% 98% 0.83% 0.95% 0.97% 0.97% 0.97%

GB 0.82% 0.82% 0.82% 0.82% 0.97% 0.6% 0.99% 0.66% 0.95% 0.98% 0.98% 0.98%

Ensemble_LR_SVM 0.85% 0.85% 0.86% 0.85% 0.99% 0.99% 0.98% 0.99% 0.96% 0.96% 0.96% 0.96%

In AD vs MCI, LR, SVM, and Ensemble_LR_SVM models have similar perfor-

mance across all metrics, with Acc, Prec, Rrec, and F1score around 0.85%. The GB

model performs slightly worse than the previously mentioned models, with values

around 0.82%. The DT model has the lowest performance among all models, with

an Acc and F1score of 0.76% and Prec and Rrec of 0.77%. In AD vs. CN, the

Ensemble_LR_SVM model performs exceptionally well across all metrics, with an

Acc of 0.99%, Prec of 0.99%, Rrec of 0.98%, and an F1score of 0.99%. The LR

and SVM models have similar performance, with an Acc of 0.99%, Prec of 0.75%,

Rrec of 1, and an F1score of 0.83%. The DT and GB models have a lower perfor-

mance compared to the other models, with an Acc of 0.97%, Prec of 0.6%, Rrec of

0.99, and an F1score of 0.66%. In MCI vs CN, the DT model performs the best

across all metrics, with an Acc, Prec, Rrec, and F1score of 0.99. The GB model has

demonstrated impressive performance, achieving values around 0.98%. Meanwhile,

the LR, SVM, and Ensemble_LR_SVM models display similar performance across

all metrics, with values hovering around 0.96% in Figure 3.5 and Figure 3.6) by

analysis.
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Figure 3.6: Plotting of the performance metrics of the different models applied in single
modality approach (a).Acc, (b).Rrec, (c).F1score, (d).Prec

.

3.7 Multiclass Classification

This research aims to create models that can accurately distinguish between AD,

MCI, and CN subtypes based on input features. The data set was divided into

training and testing sets in a 70-30 proportion to ensure proper distribution for

model training and evaluation. Five classifiers were initialized: Logistic Regression

(LR), DT, SVM, RF, and an Ensemble Model (EM) combining LR and SVM.

These classifiers were used to detect different AD, MCI, and CN subtypes. Training

and validation curves were plotted to visualize the model learning progress and to

identify any overfitting or underfitting. After evaluating individual classifiers, the

two main models were combined using a soft voting classifier to improve overall

performance by taking advantage of the strengths of the main models in figure 3.7.
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Figure 3.7: Training and validation curve for the multiclass classification of AD vs. MCI
vs CN : (a) logistic regression, (b) decision tree, (c) SVM,(d) random forest, (e) ensemble
LR_SVM,(f) ensemble model

We assess the performance of our classifiers through various methods. First,

we calculate and store confusion matrices to provide a general overview of the Acc

classification. To better understand how well the classifiers perform, we create plots

called Receiver Operating Characteristic (ROC) curves for each model. These plots

show the balance between how often the classifier correctly identifies a positive result

and how often it incorrectly identifies a negative impact. This helps us understand

more thoroughly how effective the classifiers are in figure 3.8.
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Figure 3.8: Confusion matrix for the different ml models : (a) logistic regression, (b)
Decision Tree, (c) SVM Confusion Matrix, (d) Random Forest (e) Ensemble LR_SVM (f)
Ensemble model

We conducted a multiclass classification analysis on the ADNI data set with

single modality using six classifiers: LogisticRegression, DecisionTree, SVM,

RF, Ensemble_LR_SVM, and EM. The data set included features extracted from

brain sMRI scans of individuals with AD, MCI and healthy individuals. The RF

classifier outperformed all other classifiers with an Acc of 82.5. The DT+RF EM

was the second-best classifier, with an Acc of 80. The LogisticRegression,

SVM, and Ensemble_LR_SVM classifiers had the lowest Acc of 69.6, 67.8, and 69.6,

respectively. We also analyzed each classifier and the class’s Prec, Rrec, and F1score

metrics. The RF classifier achieved the highest Prec, Rrec, and F1score for all

three categories. In conclusion, the RF classifier was the most effective. Finally,

the classifiers are trained using the training data and evaluated to determine their

effectiveness in detecting the subtypes in Figure 6. We also generate performance

evaluations that include the Prec, Rrec, and F1scorefor each class. This provides a
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detailed analysis of the classifiers used in Table3.3.

Table 3.3: Performance obtained for multiclass classification of AD, MCI, and CN

Model Acc Prec (AD) Prec (MCI) Prec(CN) Rrec (AD) Rrec (MCI) Rrec (CN) F1score (AD) F1score (MCI) F1score (CN)

LR 70% 63% 51% 99% 39% 75% 95% 48% 60% 99%

DT 79% 72% 65% 97% 74% 65% 93% 73% 65% 97%

SVM 68% 59% 49% 96% 39% 69% 94% 47% 57% 96%

RF 79% 76% 72% 95% 76% 73% 96% 76% 72% 99%

LR+SVM 70% 64% 51% 97% 37% 77% 95% 47% 61% 94%

DT+RF 80% 74% 66% 95% 68% 73% 98% 71% 69% 99%

Table 3.4 presents the evaluation metrics of six classifiers trained on a dataset

for AD classification. These classifiers are LR, DT, SVM, and RF, an ensemble of

LR and SVM (LR + SVM) and an ensemble of (DT+RF). The metrics include Acc,

Prec, Rrec, and F1score for three classes: AD, MCI, and CN. RF has the highest

Acc of 82% , followed by DT+RF with 80% , and the highest F1score for all three

classes. On the other hand, SVM has an Acc of only 62% and the lowest F1score

for the AD and MCI classes. The results suggest that ensemble classifiers such as

DT+RF and LR+SVM are more effective than single classifiers like LR, DT, and

SVM. We compared our proposed method with current state-of-the-art multiclass

and binary classification techniques to further validate this. The results indicate that

our method outperforms or is at least on par with existing techniques in terms of Acc,

Prec, Rrec, and other performance metrics in multiclass and binary classification

tasks in Table 3.4.
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Table 3.4: Validation of Bianry and multiclass classification

Author Methods Features Result Binary class Multi Class

[13] SCNN sMRI from OASIS 98.72% ✓ ×

[94] ML MRI measures: entorhinal cortex, banks of superior temporal sulcus, anterior cingulate 93% ✓ ×

[25] Feature Ranking sMRI from ADNI (130 AD, 130 HC) 92.48% ✓ ×

[216] CNN T1 weighted MR images (2D projections) 80% ✓ ×

[167] CNN LeNet-5 for sMRI classification 98.84% ✓ ×

Proposed EL & RF sMRI from ADNI

AD vs MCI vs CN = 82

✓ ✓AD vs CN = 99

MCI vs CN = 99

From the analysis, the above Table 3.4 demonstrates the effectiveness of various

methods used to diagnose AD. The bar graphs indicate that the SCNN and CNN

methods and the Proposed Ensemble and Traditional Methods have the highest Acc

rates, with values close to or above 98%. On the other hand, the ML and DBN meth-

ods have lowerAcc rates, ranging from 80-93%. The pie chart provides an alternative

view of each method’s contribution to the overall Acc as a percentage of the total.

These results suggest that SCNN, CNN, and EL methods are the most promising for

AD diagnosis. This research investigated three levels of analysis: binary, multiclass,

and region-wise. The Ensemble_LR_SVM model was the most successful in binary

classification, achieving an Acc of 85.5% in the AD vs. MCI comparison, 99% in

the AD vs. CN comparison and 96% in the MCI vs. CN comparison. The RF model

was the most effective in multiclass categorization, with an overall Acc rate of 82%.

Furthermore, subcortical structures were found to significantly affect different types

of AD in both the left and right hemispheres. Specifically, the Para hippocampal

and entorhinal regions in the right hemisphere and the inferior temporal and isthmus

cingulate regions in the left hemisphere substantially influenced AD. However, chal-

lenges must be addressed to improve the performance and clinical applicability of

ML models in diagnosing AD. These include incorporating a more comprehensive

range of biomarkers or utilizing various imaging techniques, which can be difficult
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due to their complexity or cost implications. If these challenges are addressed, it

could lead to better early detection methods for AD patients and ultimately better

treatment outcomes.

Consequently, contemplating the challenges associated with multimodality, we

utilized a multimodal approach for detecting AD. The forthcoming Chapter 4 incor-

porates this multimodal strategy, employing the fusion of sMRI and PET modalities

for the recognition of AD including its various subtypes. This method also inte-

grated an Ensemble learning model to eliminate biases, a feat successfully achieved

in the results section, to aid in accurately identifying AD and its subtypes. There-

fore, the Ensemble learning model significantly contributes to achieving consistent

precision in detecting AD and its subtypes. Subsequently, we conducted multi-class

and single modality class evaluations in the next chapter for further identification of

AD and its subtypes..
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CHAPTER 4

ALZHEIMER DISEASE DETECTION USING

MULTI-MODALITY

4.1 Introduction

AD is a debilitating neurological disorder affecting millions worldwide. AD is

now one of the leading causes of death in old age [3], and, through trends, the

number of cases will increase in the coming years. The biological reason for this

condition is the accumulation of a protein called beta-amyloid in the brain, leading

to the loss of nerve cells[16]. Around 55 million people are affected by the severe

neurological disorder known as dementia, with more than 60% cases occurring in

middle- and low-income countries. Economic, social, and mental stress are among

the main factors contributing to AD onset. As a result, there is a growing need

to understand the disease better and identify effective treatments. In the modern

era, using artificial intelligence (AI) techniques to detect AD and its substages is

common practice [18]. These techniques include both single- and multimodality

methods. However, though contributions from researchers have been made in this

field, the most appropriate and effective methods have yet to be identified. AD
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has various biological and other causes, and the primary reasons cannot be placed

through a single-modal approach [21]. In addition, there are other methods, such

as clinical evaluations, demographic conditions, and MMSE scores, but none have

been proven to be a sustainable approach for AD detection [45]. In their search

for a reliable method to detect AD, many experts are exploring using a multimodal

approach. This technique combines biomarkers, such as sMRI and PET, to diagnose

more accurately. Therefore, various performance metrics are compared for these

classes to validate the study. The significant contribution which is made in the

article is described here.

• This work proposed the Image Fusion technique for the fusion of (PET+T1-

Weighted MRI) scans and feature fusion from the fused and non-fused Imaging

modalities for detecting AD.

• This work proposed the ensemble classification method (GB+SVM_RBF) for

the multiclass classification and (SVM_RBF+ADA+GB+RF) methods for the

binary class classification of AD.

• This work also reached adequate Acc in the multiclass and the binary class.

Classification of AD and its subtypes, i.e., from (AD to MCI), which is 91%,

and for other classes (AD to CN) and (MCI to CN) it is 99%. In multiclass,

the Acc achieved (AD vs. MCI vs. CN) is 96%.

In this portion, we employ various pre-processing methods on T1-weighted images

derived from both statistical and volume-generated images. This section provides

an in-depth description of the preprocessing procedure for PET scans. It also details

the PET and sMRI fusion process performed using the registration technique. The

section then explains the combination of features from both fused and non-fused
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modalities. The detailed flow for the proposed work is shown in figure 4.6. MRI

scans are taken of these different classes: AD, MCI, and CN. These are raw scans.

These scans come with high-rated features with unwanted features for disease diag-

nosis. So, to reduce the unwanted and noise-oriented elements, here, the different

preprocessing steps were applied, which it contain the Normalization N4-Bias cor-

rection. Then, preprocessed MRI scans are processed for the feature extraction using

automatic pipeline methods and different statistical, volume- generated features from

the feature extraction method.

Figure 4.1: Entire Architecture of the Proposed Work

4.2 Data Set

This data set has been taken from the Alzheimer’s Disease Neuroimaging Initiative

(ADNI). All the images taken here are raw; they are not preprocessed. The database

link is (adni.loni.usc.edu). Los Angeles, CA: Laboratory of Neuro Imaging, Univer-
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sity of Southern California Table 4.1 . The PET images were acquired in December,

with the data set comprising various subjects from 2010 to 2022. The data were

downloaded in November 2022 for preprocessing and feature extraction purposes,

specifically for the PET modality of all AD, MCI, and CN subjects. Similarly, the

sMRI data for AD, MCI, and CN subjects spanned from 2006 to 2014 and were

downloaded in April 2022 in Table 4.1.

Table 4.1: Data Set used in the Work

S. No Stages Modality Age Gender Quantity

1 AD T1-Weighted MRI 80-85 M/F 200

2 CN T1-Weighted MRI 82-85 M/F 200

3 MCI T1-Weighted MRI 74-87 M/F 200

4 AD PET 85-86 M/F 200

5 CN PET 70-84 M/F 200

6 MCI PET 85-89 M/F 200

This Table 2.5 describes using two different modalities (T1-Weighted MRI) and

PET. These data sets are a combination of male and female. Their ages generally

range from 70 to 90, and the average age is 80. A total strength of 1200 images

was used in this research work, and each stage, such as AD, MCI, and CN, is

individually 200 in strength. The quality of these images is raw and unfiltered and

is not processed anywhere. Figure 4.2 describes more detailed information about

the relationship between various attributes using different graphs.
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Figure 4.2: Multimodality dataset used for the AD detection

In Figure 4.3 (a), the bar plot represents the plot of Stages vs. Modality, which

represents the distribution of different stages (AD, CN, and MCI) across the two

imaging modalities, T1-Weighted MRI and PET. Figure 4.3 (b), the age versus

stage box plot, illustrates the age range distribution for each stage, highlighting the

differences and similarities in age ranges between the AD, CN and MCI groups.

Lastly, the Figure 4.3 (c) pair plot presented pairwise relationships between columns

in the data set.

4.3 Method

4.3.1 MRI SCANS

MRI scans of these different classes, AD, MCI, and CN are taken. These are

raw scans. These scans come with high-rated features with unwanted features for
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disease diagnosis. So to reduce the unwanted and noise-oriented elements, here the

different preprocessing steps were applied, which contain the Normalization N4-

Bias correction. Then, preprocessed MRI scans are processed for feature extraction

using automatic pipeline methods and different statistical features generated by

volume from the feature extraction method in figure 4.3.

Figure 4.3: Propsed architecture for dual modality approach for fusion PET and sMRI

Normalization is necessary to identify the anatomical features from the cortical

area correctly. This formula involves the calculation of each pixel in the percentage

range from 0 to 100 and mapping this range with the other pixel, which normalizes

the different intensities also. The desired formulae for the calculation of the normal

image intensity are described in Equation 4.1.

Normalization is defined :

Npv =
Pv −Mv

Mav −Mv

(4.1)
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In equation 4.1, Npv defines the normal pixel intensity value, Mv stands for the

minimum pixel intensity and Mav describes the maximum pixel intensity. This

preprocessing technique is an essential technique that includes the removal of various

artifacts from the MRI scanners of the other version. This pre-processing is applied

in the MRI, PET, and DTI scans for better visualization. These corrections can be

achieved through the formulae in Equation 4.2.

Correction achieved in the desired modality:

Npv =
1

1 + exp(−k(pv − c))
(4.2)

In equation 4.2, the normal pixel intensity value Npv is calculated with respect to the

exponential constant and the pixel value obtained from the different AD modalities.

After preprocessing, the processed T1-weighted sMRI of the MCI, AD, and CN

stages are fed as input to the feature extraction method, which utilizes the Automatic

Pipelines method for the feature extraction in figure 4.4.

Figure 4.4: Free Surfer Based Feature Extraction from T1-Weighted MRI Scans of AD,
MCI, CN.

In the proposed approach, feature extraction from the single modality, specif-

ically T1-weighted MRI scans, plays a crucial role in the detection of AD. T1-

weighted sMRI provides detailed anatomical information about brain structure,
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making them a valuable source for extracting discriminative features. The feature

extraction process involves analyzing T1-weighted sMRI scans to identify relevant

patterns and characteristics that are indicative of AD. Various techniques can be

applied to extract meaningful features from these scans, such as intensity-based

measures, texture analysis, shape analysis, and volumetric measurements, as shown

in Algorithm 1.

Algorithm 1 Feature Extraction from Single Modality (T1-Weighted MRI Scans)
1: Step 1: Start with a set of raw T1-weighted MRI scans: T1wMRIs1 to T1wMRIsn

2: for each MRI scan in the set do

3: Step 2: Normalize the image, denoted as T1wMRIsN4

{Npv = (Pv −Mv)/(Mav −Mv)}

4: Step 3: Perform N4 Bias Correction on T1wMRIs

{N4v = (1/(1 + exp(−k ∗ (pv − c))))}

5: Step 4: Obtain the corrected T1wMRI

6: Step 5: Process the corrected T1wMRI for feature Extraction, which includes:

{

Step 5.1: Extract the brain surface: T1WMRIBSE

Step 5.2: Perform brain tissue segmentation: T1BTS

Step 5.3: Register the surface: T1SR

Step 5.4: Measure cortical thickness: T1CT

Step 5.5: Register the sub-cortical regions: T1SR

}

7: end for

8: Step 6: End

Algorithm 1 describes the transformation of raw T1 weighted data into processed
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T1wMRIs using the bias N4 correction approach, which removes artifacts and nor-

malizes images for uniformity. Feature extraction techniques such as Brain Surface

Extraction T1wMRIs and Brain Tissue Segmentation T1BSE are applied to compare

different brain regions, followed by surface registration T1BTS to identify other parts

of the T1 weighted image. Then the thickness of the cortical T1SR is calculated,

and the subcortical registration (TCT ) is implemented to produce volumetric shapes,

constructed regions, and various regions of the cortical and subcortical brain in the

stat files. After completing level 1 experiments, similar preparation steps are taken

to prepare the PET modality for the fusion process.

4.3.2 PET-SCANS

Before fusion, the Preprocessing of the PET scans is one of the most important

features. The Preprocessing in the PET scans removes noise, reduces artifacts, and

improves the signal-to-noise ratio from the scans. PET scans’ most common pre-

processing techniques include N4 Bias Correction, normalization, and registration.

Artifact reduction such as median filtering, helps to remove artifacts by keeping the

originality of the image. These artifacts are generally removed from the PET scans

using the Adaptive noise filtering technique. In this technique, the noise-oriented

input signal and then subtracted from the template signal by preserving the signal’s

original form, as shown in equation 4.3 and Figure 4.3.

PETtscans = (1− α) ∗ PETtscansold + α ∗ x (4.3)

In equation (4.3), PETtscans is the new noise level, PETtscansold is the old noise

level, α is the adaption rate, and x is the current noise sample. These preprocessing

techniques are followed using the Free Surfer method. Filtering involves using a low-
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pass or high-pass filter to remove high-frequency noise and artifacts. Calibration

ensures that the intensities of the pixels are consistent across images. Normalization

is used to adjust the intensities of pixels so they are within a certain range. Finally,

registration is used to align the images in multiple PET scans. It is done by using

an adaptive noise reduction technique, which helps reduce noise without affecting

the original image. Then these preprocessed PET scans are further supplied to the

Free Surfer-Based Registration method in Algorithm 2.

Algorithm 2 Preprocessing of Single Modality (PET Scans)
1: Step 1: Start with a set of raw PET scans: PETscans1 to PETscansn

2: for each PET scan in the set do

3: Step 2: Apply N4 Bias Correction on the scan: PETscans1

{N4v = (1/(1 + exp(−k ∗ (pv − c))))}

4: Step 3: Normalize the scan: PETscans2

{Npv = (Pv −Mv)/(Mav −Mv)}

5: Step 4: Perform adaptive noise filtering on the scan

{PETtscans = (1− α) ∗ PETtscansold + α ∗ x}

6: Step 5: End =0

PET scans are highly integrated in the features, but the vigilance of these features

cannot be integrated through this individual modality. This Modality requires a

certain fusion approach with the T1 Weighted image to obtain a clear vision of the

amyloid protein and suffered cortical region in the brain. These Pet scans undergo the

N4 Bias Correction methods, Normalization and Adaptive Noise Filtering methods.

These methods help to make PET scans undergo further in the fusion approach for

feature extraction.
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4.3.3 Fusion

Image Fusion is the technique in which the different modalities of Images fuse

to provide a hybrid set of features. Pixel-level, feature-level, and decision-level

fusion are the practices’ basic types of image-fusion approaches. In this process,

we have chosen the pixel-level fusion approach to see the actual difference in the

cortical region of AD and their different stages through these fused modalities.

This helps reduce the noise level and provides a better resolution of the affected

area of the brain region. In which the T1-weighted scans are processed through

free surfer by the recon-all methods, which contains the pipeline of the different

preprocessing steps and helps to evaluate the significant features of volume, area,

mean, and other from the different cortical regions of the brain. T1 and PET scans

are taken by a register method where a global affine transformation is implemented

for alignment. This transformation method produces a better comparison and study

of these modalities. This can be enriched with different GM, WM, cortical thickness,

and presence in the neuroregion. This is carried out through three aligned translation

and adaptation approaches. After the registration method, the mutual characteristics

of these modalities are required to determine the similarity between the two scans.

After the fusion of these two scans, the volume registration approach wraps the PET

and MRI images by translating the source volume into the target volume space in

Figure 4.5.
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Figure 4.5: Feature extraction approach applied on T1-Weighted MRI scans of AD, MCI,
CN.

The fused (PET and MRI) image’s similarity measures were optimized through

the different registered parameters. They also have been fine-tuned through this

approach. These recorded parameters are taken into account when creating the

transformation matrix. This matrix calculates the segmented features via the stat

segmentation approach from the Free Surfer method. Hence, the volume statistics

are measured in the different regions, and the additional stat data for those calcula-

tions are performed from this approach. This stat data is calculated on the specific

ROI in the brain, such as the frontal lobes, temporal lobes, occipital lobes, and

cerebellum, and sub-cortical structures, such as the Hp, amygdala, thalamus, and

basal ganglia. Hence these generations of the different stat contain cortical thick-

ness, surface area, folding index, curvature, mean curvature, and cortical volume

in Algorithm 3. Mutual Information (MI) is a measure from information theory

that quantifies the statistical dependence between two variables. In the context of
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image registration, MI quantifies the dependence between the pixel intensities in

two images. It is particularly suitable for multi-modal image registration where the

images are acquired using different imaging modalities in equation(4.4).

MI for two discrete random variables X and Y is given by:

MI(X;Y ) =
∑
x

∑
y

p(x, y) log

[
p(x, y)

p(x)p(y)

]
(4.4)

where:

• p(x, y) is the joint probability mass function of X and Y ,

• p(x) is the marginal probability mass function of X ,

• p(y) is the marginal probability mass function of Y .

In the context of image registration, X and Y represent the pixel intensities in the

two images, and the probability mass functions are estimated from the intensity

histograms of the images. The alignment of edges in the two images, specifically,

the white/gray matter boundary. It is computed by summing the squared differences

in intensities along the white/gray matter boundary. Thus, the ’similarity measure’

here is not based on the overall intensity of the image, but rather on the alignment

of anatomical boundaries. A lower cost indicates better alignment.

4.3.4 Mean Squared Error

The Mean Squared Error (MSE) measures the average squared differences between

estimates and actual values in equation 4.5.

MSE =
1

n

n∑
i=1

(Yi − Ŷi)
2 (4.5)

96



Here, Yi is the actual value, Ŷi is the estimated value, and n is the number of data

points.

4.3.5 Normalized Cross-Correlation

The Normalized Cross-Correlation (NCC) measures the similarity between two

signals as a function of the displacement of one relative to the other in equation4.6.

NCC =

∑n
i=1(Xi − X̄)(Yi − Ȳ )√∑n
i=1(Xi − X̄)2(Yi − Ȳ )2

(4.6)

Here, Xi and Yi are the two data points These represent two signals or sequences

of data points that you are comparing. The index i runs from 1 to n, which means

considering n data points in each sequence, and X̄ and Ȳ are their means.

4.3.6 Normalized Mutual Information

Normalized Mutual Information (NMI) is a normalization of the Mutual Information

(MI) score to scale the results between 0 (no mutual information) and 1 (perfect

correlation) in equation 4.7.

NMI(A,B) =
2 ∗ I(A,B)

H(A) +H(B)
(4.7)

Here, I(A,B) is the mutual information between A and B, and H(A) and H(B)

are the entropies of A and B respectively. The entropies measure the amount of

information or uncertainty in A and B.A and B represent two random variables

or datasets for which you want to measure the mutual information. Algorithm 3

describes the fusion of the T1 Scans and PET Modality. Here in this first we applied

the bb-registration methods where we perform the registration.
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Algorithm 3 Fusion Dual Modality (PETscans + T1scans)
Require: Preprocessed PETscans and T1scans

Ensure: Stat_data_neuroregion

1: for I = 1 to n do

2: Step 1: Register_method

3: Step 1.1: Apply Global affine transformation to PETscans and T1scans

4: Step 1.2: Perform Non-Rigid Registration on PT1rscans

5: Step 1.3: Return Matrix (NRPETscans + NRT1scans)

6: Step 2: Volume to Volume Mapping

7: Step 2.1: Measure Similarity between NRPETscans and NRT1scans

8: Step 2.2: Generate Correlation Matrix for NRPETscans and NRT1scans

9: Step 2.3: Return Matrix (NRPETscans + NRT1scans)

10: Step 3: Stats Extraction From Output of v to v Mapping

11: Step 3.1: Calculate Volume Statistics for NRPETscans and NRT1scans

12: Step 3.2: Compute Surface Statistics for NRPETscans and NRT1scans

13: Step 3.3: Return Stat Data (NRPETscans + NRT1scans)

In which the Global Affine transformation, Non rigid transformation, and then

we return the registered Modality. Then these fused modality went to the volume

to volume mapping, where it is altered in the similarity measurement, Correlation

Matrix and return the Matrix. From those correlations Matrix the Stat features are

extracted in which the Volume statistics and surface statistics for the variation in the

classification of AD, MCI and CN classes.

4.4 Feature Level Fusion

For our Feature Level Fusion, we have extracted the relevant features from T1-

MRI scans, which include calculation of the volume, area, white matter, curvind,

folding, Gaussian curv, thickness, and foldind from the different cortical region of
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the brain. In the same way, after fusion (T1+PET), we extracted the features from

the combined modality and compiled them into one stat file for further classification.

Before applying these combined features we have used the, correlation and drop out

techniques for the removal of unwanted features before the selection of features. We

have applied binary and multi class level classification for the intended classes AD,

MCI, CN .The concept of a fused feature refers to the integration or combination of

multiple distinct features into a single entity. The procedure known as "non-rigid

registration" is utilized to obtain this combination. Within the field of medical

imaging, the term "registration" pertains to the process of aligning two or more

photographs that depict the identical anatomical region of the human body. The

term "non-rigid" denotes the characteristic of the alignment process that permits a

certain degree of adaptability in the matching of pictures, thereby allowing minor

deformations or variances in anatomical structures between scans. Ensuring precise

alignment of pictures prior to fusion is of utmost importance. After aligning and

combining the pictures, the fused image is subjected to feature extraction. The

incorporation of these qualities allows for a holistic understanding of the region of

interest as they encompass data from multiple modalities. The non-fused modality

feature refers to a linguistic phenomenon when the expression of modality, or the

speaker’s attitude or degree of certainty towards a proposition, is not.In addition to

the fused features, the paragraph also references "non-fused" features, which are only

derived from sMRI. sMRI is a neuroimaging technique that offers high-resolution

visual representations of the anatomical features present in the brain.The sMRI

modality is capable of capturing and analyzing various structural characteristics

found in distinct regions of the brain that have been linked to AD and its subtypes.

The provided information is of significant importance, as alterations in the structural

composition of the brain, such as the atrophy of specific regions, might serve as
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potential indicators of the progression or existence of AD.The identification and

diagnosis of AD).The primary objective of extracting and analyzing these variables,

encompassing both fused and non-fused characteristics, is to identify and diagnose

AD. AD is a neurodegenerative disorder, and obtaining a thorough understanding

through the utilization of diverse imaging techniques can contribute to its precise

diagnosis. Through the examination of alterations in metabolic activity as observed

in positron emission tomography (PET) scans, as well as changes in structural

anatomy as depicted in sMRI, a comprehensive comprehension of the presence and

advancement of the disease can be attained. The proposed methodology involves

the integration of T1-weighted MRI and PET images to create a fused feature set.

Additionally, the analysis of structural changes in the brain will be conducted using

non-fused sMRI features. Both methodologies offer supplementary perspectives

on the condition and advancement of AD. The whole process is represented in the

equation 4.7 and 4.8 and the figure 4.6 .

CSR = [FT1, FFNFR] (4.8)

Let nt1 be the number of features extracted from the T1 modality (FT1) and nfnfr

be the number of features extracted from the FNFR modality (FFNFR). If we have

m samples, then the matrix representation of the CSR will be an m× (nt1+nfnfr)

matrix, denoted as CSRmat:

CSRmat =


FT11 FFNFR1

FT12 FFNFR2

... ...

FT1m FFNFRm

 (4.9)
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Figure 4.6: Feature Level Fusion of PET MRI Scans of AD, MCI, CN.
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4.5 Ensemble Learning Methods

ML techniques are becoming increasingly popular for distinguishing between differ-

ent stages of AD. However, the use of the ensemble technique to validate the results

of these ML methods has not yet been explored. Our study combined the latest ML

approach with an approach to classifying AD,MCI, and CN individuals. We used

a feature fusion approach to obtain a pool of fused and nonfused features, such as

area, maximum, mean, number of vertices, number of voxels, standard deviation,

and volume from the fused PET and MRI scans. Additionally, we considered the

segmented volume, mean, and area from the segmented region of the nonfused

scans. These features were then passed through the ML and EL approaches for

further AD, MCI and CN classification (see Figure 4.7).
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Figure 4.7: Statistical based feature selection using ensemble and traditional ML model.
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4.6 Cross Validation

Cross Validation is a vital statistical method used to assess the performance of

ML models. It involves partitioning the data into subsets, training the model on a

subset, and then validating the model on the remaining data. The objective is to

limit problems like overfitting, give an idea of how the model will generalize to an

independent dataset, and ensure that every data point gets to be in a validation set

exactly once. In our case, we perform cross-validation on the features extracted

from the medical imaging data. This enables us to evaluate how well our feature

extraction and subsequent classification methods are likely to perform on unseen

data, providing a more robust estimate of model performance. We use three and

four-fold cross-validation based on the requirements and nature of our data. In 3-

fold cross-validation, the data are split into three parts. The model is trained in two

parts, and the remaining part is used for validation. This process is repeated three

times, each part serving as the validation set once. 4-fold cross-validation works in

a similar way, but the data is divided into four parts instead. Each part is used as a

validation set once in four iterations.

4.7 Result and Analysis

In this section, we perform a three-fold analysis to detect AD and its subtypes.

The first analysis utilizes Ensemble and ML techniques to evaluate the single-

modulality approach. Following that, the Dual-Modality approach is analyzed

through a Fusion Approach, again employing ML and EL Techniques. Lastly, we

perform a subcortical analysis to detect AD and its various subtypes.

After fusion of the features extracted from the fused PET and T1 weighted
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modalities and the non-fused modalities, the high intensity and noise-integrated

features are in the generated stat file. These features required regress preprocessing

prior to feature selection. The different feature normalization, scaling, and feature

dropout techniques are applied to detect AD and the stages. First, this study uses

the correlation approach to filter out relevant data whose impact is more significant

than 0.9. This procedure already normalized these remaining features. The feature

selection method ANOVA F value and RF technique have been used for the feature

selection. Hence, the selected features are obtained. This set of features contains

information on the different forms of statistical calculation of the other cortical

regions of the brain. Hence, after the selection of features, this set of characteristics

passed through various trending learning techniques to classify AD and its stages in

Figure 4.8.
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Figure 4.8: Feature Level Fusion of PET MRI Scans of AD, MCI, CN.
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4.7.1 Fused (PET and sMRI) and Non Fused (sMRI) Multi

modality Analysis

In Experiment 1 involved the performing binary class classification on three classes

from the AD Data Set (AD, MCI, and CN). The results of the binary class applying

these standalone learning and EL methods are described in Table 4.2 and in Figure

4.9.

Table 4.2: Describes the results achieved from the different trending methods and perform
the Binary class (MCI vs. CN)

S. No Model Acc Prec Rrec F1score

1 LR 98% 98% 98% 98%

2 DT 98% 98% 98% 98%

3 SVM 99% 99% 99% 99%

4 RF 98% 99% 99% 99%

5 GB 97% 99% 99% 99%

6 AB 96% 99% 99% 99%

7 KNN 74% 79% 73% 72%

8 GNB 81% 81% 81% 81%

9 MLP 75% 84% 75% 74%
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Figure 4.9: Performance Metrics and Model Performance of the Binary Class (MCI vs. CN): (a) Model comparison on the
evaluation parameters. (b) Performance metrics values variation in (MCI vs. CN)
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Among these models, SVM has the highest Acc (98), Prec (99), Rrec 99% , and

F1score 99% , indicating that it performs the best overall. The other models also

perform relatively well, with high Acc, Prec, Rrec and F1score, ranging from 98%

to 99% . However, the KNN and MLP models have a relatively lower performance

score. In the classification of MCI vs. CN we have not used the ensemble method,

the adequate Acc has been achieved through stand alone ML methods. Performance

analysis through the graph and the box plot of all the models for these classifications

is described in the figure 4.10. The model breakdown on the basis of the perfor-

mances parameters for (MCI vs. CN). The roc curve and confusion matrix of the

model with high and low Acc are shown in figure 4.5.

Figure 4.10: Confusion Matrix (a) SVM (c) Multilayer Perceptron and ROC curve (b) SVM
roc curve (d) Multilayer perceptron of models for classification of Binary Class (MCI vs.
CN).

Again we performed the other classes for the classification like AD vs. MCI. The

conversion of MCI to AD is always a challenge in the classification. These challenges

raise due to the similarity in there of some of the features, where the classification
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model cannot find the difference in comparison. Here in this classification, we

have used the stand alone methods and ensemble methods. The Table 3.1 below

4.3 describes the detail results that are obtained after applying all these models as

shown in table 3.1.

Table 4.3: Describes the results achieved by the different ML models for the Binary Class
(AD vs. MCI)

S. No Model Acc Prec Rrec F1score

1 LR 72.97% 74.55% 72.97% 72.89%

2 DT 81.08% 81.25% 81.08% 81.11%

3 SVM 72.97% 73.48% 72.97% 73.01%

4 RF 86.49% 86.65% 86.49% 86.51%

5 GB 89.19% 89.19% 89.19% 89.19%

6 AB 89.19% 89.57% 89.19% 89.11%

7 KNN 89.19% 89.74% 89.19% 89.21%

8 GB 54.05% 77.03% 54.05% 44.73%

9 MLP 54.05% 29.22% 54.05% 37.93%

10 SVM RBF 86.49% 86.53% 86.49% 86.45%

11 (SVM_RBF+AB+GB+RF) 91.89% 91.98% 91.89% 91.87%

Among these models, SVM has the highest Acc (98), Prec 99% , Rrec 99% , and

F1score 99% , indicating that it performs the best overall. The other models also

perform relatively well, with high Acc,Prec, Rrec and F1score scores, ranging from

98 to 99. However, the KNN and MLP models have a relatively lower performance

score. In the classification of MCI vs. CN we have not used the ensemble method,

the adequate Acc has been achieved through stand alone ML methods. Performance

analysis through the graph and the box plot of all the models for these classifications

is described in the figure 4.11.
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Figure 4.11: Performance comparison of different models for the binary class evaluation.

The Ensemble Method (SVM_RBF+AB+GB+RF) has the highestAcc of 91.89%

, Prec of 91.98% , Rrec of 91.89% , and F1score F1scoreof 91.87% , indicating

superior performance compared to other models. Models such as AB, GB, and

KNN display good performance, with an Acc of 89.19% and Prec, Rrec, and F1score

values close to 89% . In contrast, models such as LR, DT, SVM, GB, and MLP

exhibit relatively lower performance across all metrics. Ensemble and RF, GB, and

AB models show acceptable Acc, while other models such as LR, DT, SVM, GB,

and MLP struggle to adequately model the progression of MCI to AD. The model

performance is assessed based on these metrics for the classification of AD versus

MCI.The roc curve and confusion matrix of the model with high and low Acc (AD

vs. MCI) in figure 4.12.
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Figure 4.12: Confusion matrix of the different model for binary class :(a) Ensemble
model,(b) Gradient Boosting, (c) Ada Boost. Roc curve for binary clas : (d) Ensemble
model,(e) Gradient Boosting, (f) Ada Boost

In the previous classification we have observed that the conversion of AD vs.

MCI is not providing the greater Acc as compared to the CN vs. MCI. Adequate

Acc is achieved through the Ensemble Model of 91% . Now again we perform the

classification of the pure AD class vs. the CN class. The performance of these

different models is achieved and the results are described in the Table 4.4. The SVM

model has the highest Acc (99), Prec (99), Rrec 99% , and F1score 99% , indicating

that it performs the best overall. The RF and AB models also have high Acc , Prec,

Rrec and F1score with a score of 99% and 98% , respectively. The LR, DT, GB,

KNN, GNB, and MLP models have lower performance metrics in comparison to

the other models. The performance analysis through the graph and the box plot of

all the models for these classification has been described in the figure4.13.
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Table 4.4: Describes the results achieved by the different ML models for the (BC) (AD vs.
CN )

S. No Model Acc Prec Rrec F1score

1 LR 98% 98% 98% 98%
2 DT 97% 97% 97% 97%
3 SVM 99% 99% 99% 99%
4 RF 99% 98% 98% 99%
5 GB 97% 97% 98% 96%
6 AB 98% 98% 98% 98%
7 KNN 78% 78% 78% 78%
8 GNB 72% 74% 72% 71%
9 MLP 77% 79% 78% 77%

Figure 4.13: Performance Metrics and Model Performance of the Binary Class (AD vs.
CN): (a) Model comparison on the evaluation parameters. (b) Performance metrics values
variation in AD vs CN

The model is break down on the basis of the performances parameter for the

classification of (AD vs. CN). The roc curve and confusion matrix of the highest
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Acc and lower Acc achieved by the model for the classification in figure 4.14.

Figure 4.14: Confusion matrix (a) SVM (c) SVM_RBF and roc curve (b) SVM (d) SVM_rbf
of models for classification of Binary Class (AD vs. CN).

Hence after seeing the performance in the classification of all the classes AD,

MCI and CN. Binary class detection has the maximum Acc of 99% using the SVM

model. AD vs MCI classification also shows the sustainable Acc as compared to the

precious research trends. After the binary class we perform the multi class for the

Detection of AD and there different stages.

Since the Binary class classification has been performed and the adequate Acc

is achieved using the classification models. Now we again apply this models for the

(MC) and see the performance of these model in this scenario. The below Table 4.5

describe the detail results which are obtained after applying all these model (AD vs.

MCI vs. CN).

Based on the results, it is apparent that the ensemble model possesses consider-

able potential for the multiclass classification of AD and its subtypes. A sustainable
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Table 4.5: Describes the results achieved by the different ML models for the (BC) (AD vs.
MCI vs. CN)

S. No Model Acc Prec Rrec F1score

1 LR 58.18% 61.41% 58.18% 57.27%
2 DT 82.73% 83.10% 82.73% 82.88%
3 SVM 59.09% 65.12% 59.09% 54.34%
4 RF 86.36% 87.57% 86.36% 86.51%
5 GB 93.64% 93.71% 93.64% 93.66%
6 AB 71.82% 73.45% 71.82% 72.24%
7 KNN 86.36% 89.78% 86.36% 86.45%
8 GNB 65.45% 69.16% 65.45% 65.25%
9 MLP 61.82% 65.23% 61.82% 60.71%
10 SVM_RBF 91.82% 93.00% 91.82% 91.90%
11 GB+SVM+RBF 96.36% 97.42% 96.36% 96.36%

Acc is achieved in the multiclass through the ensemble model as compared to stan-

dalone learning methods. The ensemble model (GB_SVM_RBF) has the highest

Acc, with 96.36% Acc and an F1score of 96.36% . In contrast, the Logistic Regres-

sion model has the second-lowest performance in both Acc (58.18%) and F1score

(57.27% ). Other models like RF, Gradient Boosting (GB), and SVM with a ra-

dial basis function kernel (SVM_RBF) also demonstrate strong performance, while

models like Gaussian Naive Bayes (GNB) and Multi-Layer Perception (MLP) are

less accurate and have lower F1score. The performance analysis through the graph

and the box plot of all the models for these classifications is depicted in Figure 4.15.
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Figure 4.15: Performance Metrics and Model Performance of the Multi Class (AD vs. MCI
vs. CN)

Following the evaluation of performance metrics and model performance for all

models, we also examined the Confusion Matrix and ROC curve for each model in

relation to the results obtained for (BC) (AD vs. MCI vs. CN) figure 4.16.
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Figure 4.16: Confusion Matrix (a) LR (b) GB_SVM_RBF (C) RF for Multi Class (AD vs.
MCI vs. CN).

To further validate our study, we employed various feature selection (Random

Forest and KBest) and classification techniques and observed the differing results

upon applying these models. In conducting an ablation study concerning fea-

ture selection methods and classification models, the ensemble model consistently

demonstrated superior Acc compared to the other models utilized in Table 4.6.
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Table 4.6: Describes the ablation study of the different ML and Ensemble models for the
multiclass (AD vs. MCI vs. CN)

S. No Model Acc

1 RF + LR 72.73%
2 RF+ DT 87.27%
3 RF + SVM 80.00%
4 RF + GNB 70.91%
5 RF + KNN 86.36%
6 RF + MLP 86.36%
7 RF + RF 88.18%
8 RF+ GB 90.91%
9 RF+ AB 77.27%
10 KBest + LR 72.73%
11 KBest + DT 77.27%
12 KBest + SVM 82.73%
13 KBest + GNB 78.18%
14 KBest + KNN 80.00%
15 KBest + MLP 80.00%
16 KBest + RF 80.00%
17 KBest + GB 80.00%
18 KBest + AV 71.82%
19 GB_SVM_RBF 96.00%

The Table 3.4 presents the Acc of various combinations of feature selection

methods and classification models. The ensemble model, ‘RF + GB’, achieves the

highest Acc(90.91% ) among the non-ensemble models. The original ensemble

model, ‘GB_SVM_RBF’, outperforms all the other models, with an Acc of 96%

. Comparing the feature selection methods, models using ‘RF’ generally achieve

higher Acc than those using ‘KBest’. Among the classifiers, ‘DT’, ‘KNN’, and

‘MLP’ consistently yield relatively high Acc scores when combined with different

feature selection methods. The ‘GNB’ and ‘AB’ classifiers result in lower Acc

scores in most cases, indicating they may not be the most suitable classifiers for this

dataset. The ensemble model ‘GB_SVM_RBF’ demonstrates the best performance,
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and utilizing the ‘RF’ feature selection method yields superior results to the ‘KBest’

method.

Regarding the fusion of the features and images, the result has effectively shown

progress in detecting AD and its stages. The fusion approach has significantly out-

performed other non-fusion methods. Demonstration of the different performance

metrics of the various models for the binary and the multi-class classification of the

AD. Acceptable Acc is achieved in the binary class classification. Many ML and en-

semble models have outperformed and shown sustain-able Acc. But for Multi-class,

even though the Acc is also acceptable. But while comparing with the binary, there

is still room for improvement. The results achieved in the article are compared and

validated with the recent research made in AD detection in Table 4.7.1.

S.

No

Author Data Base Method Binary Class Multi Class

1 [43] ADNI 3D-CNN AD vs CN 91.5% NA

2 [80] ADNI Soft Max Clas-

sifier

CN vs. MCI

87.50%

NA

3 [4] ADNI BiLSTM NA AD vs. CN

vs. MCI

84.95%

4 [208] ADNI Feature Fusion AD vs. CN 90% NA

5 [160] ADNI Graph Fusion AD vs. CN 93% NA

6 Proposed ADNI Image Fu-

sion+ Feature

Level Fusion

+ Ensemble

method

AD vs. CN 99% ,

MCI vs. CN 99% ,

AD vs. MCI 91%

AD vs. MCI

vs. CN 96%
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The study proposed in the Table 4.7.1 utilized a combination of image fusion, feature

level fusion, and ensemble methods for classification. For the binary classification of AD

versus CN, an Acc of 99% was achieved, which is higher than the Acc obtained in the other

studies. In the binary type of MCI vs. CN, an Acc of 99% was obtained. When the binary

classification of AD vs. MCI, an Acc of 91% was achieved. For the multiclass category

of AD vs. MCI vs. CN, an Acc of 96 was obtained. The author reported that this result

outperforms the multiclass classification Acc of 84. 95%. Therefore, from the Table 4.7.1

above the proposed model shows effective Acc.

Once we’ve applied a multimodal method to detect, we acknowledge the difficulties

in assessing the influence of various brain regions in identifying AD and its subtypes.In

the subsequent chapter 5, we delve into an analysis of different cortical and subcortical

brain areas. The combination of these structures, including the accumbens, amygdala,

caudate, hippocampus, pallidum, putamen, thalamus, and ventral DC, etc is essential for the

diagnosis of AD . There fore We identify these regions and evaluate which ones exert the

most significant influence on the identification of AD and its subtypes.
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CHAPTER 5

CORTICAL AND SUBCORTICAL STRUCTURE

ANALYSIS USING SINGLE MODALITY AND

MULTIMODALITY

5.1 Introduction

AD is a neurological disorder that causes the brain to deteriorate, leading to a decline in

cognitive abilities, behavior, and daily activities. This degeneration is caused by the accu-

mulation of beta-amyloid plaques and tau protein, which eventually leads to brain death.

sMRI scans are used to diagnose AD by detecting structural changes in the brain. Scientists

have studied these changes in the cortical and subcortical regions associated with AD [118],

to identify patterns that can be used for a reliable diagnosis. The unique design of subcortical

structures has drawn attention. The combination of these structures, including the accum-

bens, amygdala, caudate, hippocampus, pallidum, putamen, thalamus, and ventral DC, is

essential for the diagnosis of AD. [22]. These components are necessary for a variety of

bodily functions and any deficiency can cause serious damage. For example, abnormalities

in the left accumbens and amygdala, which are involved in memory processing, learning,

and emotional reactions, may be indicative of early-onset Alzheimer’s symptoms. Early
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detection of these areas can lead to a proactive approach to treatment, resulting in better

outcomes for those with AD [83]. The onset of AD is marked by early degenerative changes

in regions such as the hippocampus and entorhinal cortex. Analysis of these changes can

detect pathogenic modifications before the onset of clinical symptoms. Biomarkers, such as

the volume and morphometry of subcortical structures, can be used to differentiate between

AD and other neurodegenerative disorders, as well as to monitor the progression of the

disease[157]. The study of patterns in subcortical atrophy can provide valuable information

on disruptions within neural circuits and the spread of disease throughout the brain and

can help explain the connection between structural variations and cognitive decline [214].

Combining different modalities can also be a useful approach to detect subcortical struc-

tures and analyze these regions [176]. Automated pipelines for automatic interpretation

of subcortical regions are of relatively high use compared to other techniques. Artifi-

cial intelligence-based image classification models can quickly and accurately distinguish

infected patients from healthy populations [207]. A computerized method like the Computa-

tional Anatomy Toolbox (CAT) analyzes brain structure, including segmentation, estimation

of cortical thickness, and surface-based morphometry [68]. Vol Brain is an online platform

for automatic brain segmentation by MRI and volumetric analysis. A multiatlas segmenta-

tion approach involves registering multiple atlases to the input image, combining the labels,

and refining the segmentation using ML techniques [181]. Self-attained neural network

that is a PSO-guided self-tuning convolution neural network (PSTCNN). This enhancement

enables the model to automatically adjust its hyperparameters, significantly improving its

ability to detect AD [206]. Different transfer learning approaches also accommodate the

significant Prec in the detection of AD in 2D modalities structures [175]. Brain Suite com-

bines atlas- and surface-based segmentation techniques to identify different regions of the

brain, including subcortical structures. Free Surfer is one of these approaches that performs

both types of segmentation. Free Surfer uses Atlas-based segmentation, an essential step

in the subcortical region segmentation process. It involves using a predefined probabilis-
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tic atlas to identify and label different brain structures. The atlas is created from a large

set of manually labeled MRI scans. It contains information on spatial location, intensity

distribution, and statistical calculation of different brain structures, including subcortical

regions [148]. The Hierarchical Image Processing System (HIPS) is well suited for basic

image processing tasks, such as filtering, transformation, and segmentation, although it is

not commonly used for neuroimaging data [78][178]. Pinpointing subcortical structures

for AD detection has numerous obstacles, including individual structural variations, image

clarity andPrec, overlapping intensity outlines, disease diversity, distinguishing it from other

neurodegenerative diseases, and conducting longitudinal studies. Influences such as age,

sex, genetic heritage, and disease progression contribute to the variability of these structures.

The intricate nature of subcortical regions makes them vulnerable to partial-volume effects

and image aberrations. Adequately outlining arrangements with similar intensity profiles

onsMRI requires sophisticated segmentation methods. The diversity within AD cases and

its similarity to other neurodegenerative diseases complicate the identification process of

consistent biomarkers, vital for the establishment of definitive diagnostic parameters. Lastly,

there is the issue of longitudinal investigation, which can provide significant information

on disease progression and the efficacy of treatments. These approaches enable different

problems associated with variations in scanning equipment used over time and image reg-

istration issues. Furthermore, there is a pressing need for foolproof automated systems that

can effectively identify minor changes. Therefore, in this article, we have used the two

different modalities to understand the various regional effects on the brain using the regis-

tration approach. To understand the importance of these subcortical regions in identifying

AD, we fused the two modalities (PET and T1) to better visualize the areas. Identifying

subcortical structures for AD detection presents several challenges, including image quality

and resolution, structural variability between individuals, overlapping intensity profiles, dis-

ease heterogeneity, differentiation from other neurodegenerative disorders, and longitudinal

analysis. Therefore, the following contributions address these challenges and understand
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Table 5.1: Data set for multimodality

S. No Stages Modality Age Gender Quantity
1 AD T1-Weighted MRI 80-85 M/F 200
2 CN T1-Weighted MRI 82-85 M/F 200
3 MCI T1-Weighted MRI 74-87 M/F 200
4 AD PET 85-86 M/F 200
5 CN PET 70-84 M/F 200
6 MCI PET 85-89 M/F 200

the importance of subcortical structures for the identification of AD and its subtypes.

• Combination of two modalities (PET and T1) and a registration method to study the

effect of diverse brain regions on AD.

• Segmentation of different subcortical regions using atlas-based registration methods

to understand the impact on AD and its subtypes.

• Significance rating and evaluation of different subcortical areas using EM and ML

methods. We discuss the associations and implications of these subcortical areas on

multiple variants of AD.

• Multiclass classification based on the subcortical parameters of AD-affected brains

and their subtypes.

5.2 Data Set

The data used in Table 5.1 was obtained from the Alzheimer’s Disease Neuroimaging

Initiative (ADNI) and consists of raw images that have not been preprocessed. The database

link can be found at https://adni.loni.usc.edu/data-samples/access-data/. The Laboratory

of Neuro Imaging at the University of Southern California in Los Angeles conducted the

study. The data set encompasses medical images of individuals at varying stages of AD:
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AD, MCI, and CN. Features two types of imaging: T1-weighted MRI and PET scans.

There are differences in age among the groups. For T1-weighted sMRI, AD patients range

between 80-85 years, CN participants range between 82-85 years, and MCI participants

range between 74-87 years. Within the PET scan group, AD ages are 85-86 years, CN ages

range from 70-84, and MCI is 85-89. Both male and female participants are included, with

200 samples for each combination of modality stages, as shown in Figure 5.1.(a) shows

the relationship between the three classes. (b) Shows the relation between stage, modality,

gender, and quantity.

Figure 5.1: (a) Represent the analysis of the different classes. (b) Shows the relationship
between the stages, modality, gender, quantity

5.3 Methods

Multimodal image fusion is crucial in identifying AD by merging data from multiple imaging

techniques, such as T1-weighted MRI and PET, to gain deeper insights into brain structure

and function. When MRI images are evaluated, it is vital to consider biased fields that may

125



cause intensity fluctuations due to magnetic fields, negatively affecting image quality and

subsequent analysis. Fortunately, the N4 bias correction algorithm can address this issue by

minimizing a cost function and estimating and rectifying these intensity fluctuations. After

correcting the bias field, it is necessary to standardize the intensity to ensure consistent

input image intensity values. This results in a more even intensity distribution, essential

for precise segmentation and fusion. The fusion procedure entails several critical pre-

processing steps, including bias field correction, intensity normalization, and registration.

These steps are vital in detecting AD-related brain changes. Precise registration is essential

to integrate information from various sources and observe AD-related changes efficiently.

This is especially important when combining images of different modalities with varying

intensity scales. Intensity normalization helps ensure that the corresponding tissues have

consistent intensities in the input images, making the fusion process easier and allowing

the detection of AD biomarkers. The next step, image registration, involves aligning input

images spatially to match the corresponding anatomical structures. Depending on the nature

of the input images and the desired Acc level, image registration techniques can range from

rigid and affine to deformable registration. Once the pre-processing and registration are

complete, the fusion process can begin. A suitable fusion method combines complementary

information from the input images to improve the detection of AD-related changes in the

brain. Several fusion methods, such as pixel-based, region-based, and transform-based

techniques, are chosen on the basis of the specific application and desired outcome. Here,

in our approach, we have used the pixel-based method for the fusion process. To better

understand AD, we preprocessed T1-weighted MRI and PET data using N4 bias correction,

intensity normalization, and registration, as shown in Figure5.2.
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Figure 5.2: Entire work flow for the sub cortical structure analysis for the Detection of AD
and there sub types

5.3.1 Intensity Normalization

MRI data fused together can sometimes have varying intensities because of magnetic field in

homogeneity’s, making it difficult to segment. To address this issue, the Free Surfer method

utilizes N3 (non parametric non-uniform intensity normalization) to correct for variations.

This process helps ensure that the intensities of different tissue types are uniform throughout

the image in equation 5.1.

T (z) =
(H−1

I (HT (z)))
γ − b

1− b
(5.1)

where T (z) is the intensity value in the output normalized image, HI(z) is the CDF of the

input histogram, HT (z) is the CDF of the target histogram, γ is the gamma parameter, and

b is the bias parameter.
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5.3.2 Skull Stripping

When an MRI image is taken, it includes brain tissues along with non-brain tissues like

the skull, scalp, and meninges. To process the image effectively, removing these non-brain

tissues is essential. This is called skull stripping, and Free Surfer uses a hybrid watershed

algorithm involving morphological operations and deformable surface models. The resulting

brain mask is used to remove non-brain tissue from the MRI image in equation 5.2.

B(x, y, z) =

N∏
i=1

Pi(I(x, y, z)) (5.2)

where B(x, y, z) is the probability of a voxel at position (x, y, z) being part of the brain

mask, Pi(I(x, y, z)) is the probability of the voxel intensity value I(x, y, z) belonging to

the i-th tissue class (white matter, gray matter, or cerebrospinal fluid), and N is the number

of tissue classes.

5.3.3 Registration To Atlas

Free Surfer uses linear (affine) and nonlinear (LTA) registration techniques to ensure precise

alignment. Once the image is preprocessed, it is aligned to a common atlas space, like the

Talairach or MNI305 atlas. This guarantees that the input image matches a template brain

image that considers individual brain size and shape differences.The registration process

involves computing a non-linear transformation that maps the individual brain image to the

atlas space.The formula for the non-linear transformation used in FreeSurfer registration in

equation 5.3.

v′ = R ◦ T (v) + ϵ(v) (5.3)

where v′ is the position of a point in the atlas space, v is the corresponding position in the

individual brain image, R is the rotation matrix that aligns the orientation of the two images,

T (v) is the translation vector that aligns the centers of mass of the two images, and ϵ(v)
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is the non-linear deformation field that captures local shape differences between the two

images.

5.3.4 Tissue Classification

The segmentation process used by Free Surfer categorizes voxels in the image into various

types of tissue, including gray matter (GM), white matter (WM), and cerebrospinal fluid

(CSF). This categorization is determined through voxel intensity values, spatial information,

and atlas-based priors. The process uses an algorithm called the Expectation-Maximization

(EM) model, which estimates the most probable tissue type for each voxel based on ob-

served intensities and prior information.Intensity probability distributions (Gaussian Mix-

ture Model) as in equation 5.4.

P (I|T ) =
∑

P (I|µt, σt) ∗ P (T = t) (5.4)

where I = intensity value of the voxel, T = tissue class, t = specific tissue class (e.g.,

white matter, gray matter, or cerebrospinal fluid), µt = mean intensity of tissue class t, σt

= standard deviation of tissue class t, P (I|µt, σt) = Gaussian probability density function

(pdf) for the intensity I given tissue class t’s mean (µt) and standard deviation (σt), P (T = t)

= prior probability of tissue class t.Markov Random Fields (MRF) for spatial regularization

in equation 5.5.

P (T |N) = exp(−β ∗ E(T,N)) (5.5)

Where T is the tissue class, N is the collection of neighbouring voxels, β is the smoothing

parameter, andE(T,N) is the energy function that evaluates the degree of mismatch between

the tissue class T and its neighbors N.
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5.3.5 Subcortical Structure Segmentation

FreeSurfer helps to segment subcortical structures such as the thalamus, hippocampus,

and caudate nucleus using a combination of atlas-based information and intensity-based

approaches. The process involves registering the input image to an atlas that provides

probabilistic information about the location and shape of these structures. The program

then assigns voxel labels based on the atlas and observed intensities.The segmentation is

then refined using the Expectation-Maximization (EM) algorithm to better fit the subject’s

MRI data.

5.3.6 White Matter Pial Section

FreeSurfer uses a deformable surface model to extract the white matter (WM) surface by

detecting the boundary between gray and white matter. This process involves refining the

position of an initial surface to match the WM/GM boundary precisely. A similar technique

extracts the pial surface, identifying the boundary between gray matter and cerebrospinal

fluid.This method iteratively refines a mesh representing the white matter or pial surface to

minimize an energy function that balances the intensity information from the MRI data and

the smoothness constraints imposed on the surface in equation 5.6.

E(S) = Edata(S) + λ ∗ Esmooth(S) (5.6)

where S = surface (white matter or pial), Edata(S) = data term that measures the agreement

between the surface S and the MRI data, λ = weighting parameter that controls the trade-

off between data fidelity and smoothness, Esmooth(S) = smoothness term that penalizes

irregularities in the surface S.
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5.3.7 Cortical Parcellation

The cortical surface is divided into different anatomical regions using a predefined atlas,

such as the Desikan-Killiany or Destrieux atlas. This process involves registering the

extracted surface to a template surface and labeling each vertex based on the atlas. Surface

registration: In this step, the subject’s cortical surface is registered to a template or atlas with

predefined labels for different cortical regions. The registration process involves minimizing

a cost function that measures the difference between the subject’s cortical surface and the

template in equation 5.7. Cost function:

C(R,S) = D(R(S), T ) (5.7)

where C = cost function, R = spatial transformation (e.g., rotation, translation, scaling), S =

subject’s cortical surface, T = template or atlas surface, D = distance metric that measures

the dissimilarity between the registered subject’s surface R(S) and the template surface T .

5.3.8 Surface Feature Extraction

In order to improve the registration Acc, various features of the cortical surface, such

as curvature and sulcal depth, are extracted and used to guide the registration process.

Curvature in equation 5.8:

K(x) =
eG− 2fF + gE

2 ∗
√
EG− F 2

(5.8)

where x = a point on the cortical surface, E, F , G = coefficients of the first fundamental

form of the surface. As a result, statistical features are generated by combining PET and T1

modalities for AD, MCI, and CN subtypes. These features include data from subcortical

regions such as the right and left accumbens, amygdala, pallidum, putamen, thalamus,

ventral DC, cudate, and hippocampus. The characteristics for these subcortical regions

include SegId, Nvoxels, Volume_mm3, Mean, StdDev, Min, Max, and Range. These
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features are then processed using Expectation Maximization and ML techniques to classify

AD, MCI, and CN. The following section will discuss the importance of subcortical regions

in detecting AD and its types.

5.4 Result Analysis

In this step, we preprocess, visualize, and reduce the dimensionality of a brain imaging

dataset related to AD, MCI, and CN subjects. We import necessary libraries such as

pandas, numpy, seaborn, matplotlib, and scikit-learn models and functions. We then read

the data from a CSV file, remove duplicates and missing values, and reset the index. We

visualize the data using a pair plot, which displays relationships between feature pairs in a

matrix of scatter plots. We save the plot as a high-resolution image. We standardize the

data using the StandardScaler function to bring all features to the same scale, and apply

Principal Component Analysis (PCA) to reduce dimensionality. We select the top 2 principal

components and use them to create a new DataFrame. We create a scatter plot of these

components and save it as a high-resolution image. In conclusion, we have preprocessed,

visualized, and applied PCA to a brain imaging dataset for AD, MCI, and CN subjects for

all the subcortical regions. As an example, we have taken the pairplot of the Hippocampus

in Figure 1. 5.3
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Figure 5.3: The pair plot of the Sub cortical region of Hippocampus region

In the context of the hippocampus region and features such as SegId, Nvoxels, Vol-

ume_mm3, Mean, StdDev, Min, Max, and Range, the pair plot can aid in identifying patterns,

correlations, and outliers among these features. By examining the pair plot, insights can be

obtained regarding the relationships between the features and their individual distributions.

This information proves to be valuable for informing the selection, engineering, or transfor-

mation steps of the features, thus improving the quality of the data set for further analysis

or modeling

. After pre-processing, principal component analysis (PCA) was utilized to standardize

the data and the two most significant components (PC1 and PC2) were chosen to capture

the majority of the variance in the dataset. These two components were then used as input

features for five ML models: Logistic regression (LR), K-Nearest Neighbors (KNN), SVM,

DT and RF. The two best models were then used to detect AD, MCI, and CN from the target
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column. The data was divided into training and validation sets, and the models were trained

and evaluated on these sets. The results of the multiclass classification for the different

cortical regions were then obtained.

5.4.1 Left-Right Accumbens

The Left-Right Accumbens is a key cortical region that can be used to explain the various

types of patients with AD. The multiclass classification results for the left-right seats have

been obtained and are presented in Figure 5.4.. This Figure 5.4.shows the confusion matrix

for the left and right accumbens, with class 0 representing AD, class 1 representing MCI,

and class 2 representing CN. The Receiver Operating Characteristic (ROC) curve for the

AD, MCI, and CN classes is 0.80, 0.64, and 0.66 for the right accumbens and 0.66, 0.64,

and 0.66 for the left accumbens. Classes were trained and validated using 400 training set

size features in the left and right accumbens in Figure 5.4.

Figure 5.4: (a) Represent the confusion matrix for right accumbens. (b) Roc curve achieved
for each class for right accumbens. (c) Training and validation curve for each for right
accumbens. (d) Represent the confusion matrix for left accumbens. (e) Roc curve achieved
for each class for left accumbens. (f) Training and validation curve for each left accumbens.
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Table 5.2 presents the performance metrics of six models LR, KNN, SVC, DT, RF, and

EM to predict the target variable in two regions: Right and left ascendents. Performance

metrics include Acc, Prec, Rrec, and F1score.In the right accumbens, the EM has the best

performance, with an Acc of 0.55 and an F1score of 0.54. KNN and RF models also perform

similarly well, with Acc of 0.54 each. The LR and SVC models have the lowest Acc at 0.39

and 0.42, respectively, as represented in tab5.2.

Table 5.2: Performance metrics of different models for Left and Right Accumbens

Region Model Acc Prec Rrec F1score

Right Accumbens

LR 0.39% 0.43% 0.39% 0.38%

KNN 0.54% 0.54% 0.54% 0.53%

SVC 0.42% 0.50% 0.42% 0.39%

DT 0.49% 0.49% 0.49% 0.49%

RF 0.54% 0.53% 0.54% 0.53%

EM 0.55% 0.54% 0.55% 0.54%

Left Accumbens

LR 0.42% 0.45% 0.42% 0.43%

KNN 0.42% 0.43% 0.42% 0.41%

SVC 0.40% 0.52% 0.40% 0.36%

DT 0.41% 0.42% 0.41% 0.41%

RF 0.44% 0.45% 0.44% 0.43%

EM 0.47% 0.48% 0.47% 0.47%

For the Left-Accumbens-area, the EM again performs best, with an Acc of 0.47 and an

F1score of 0.47% . The RF model follows closely with an Acc of 0.44% . The other models

LR, KNN, SVC, and DT have comparable performances, with Acc ranging between 0.40%

and 0.42% . In summary, the EM demonstrates the best performance for both regions,

followed by the RF model.
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5.4.2 Left-Right Amygdala

The left and right amygdala are cortical regions in the left hemisphere that are involved

in emotional processing, fear, and memory. To assess the differences between AD, MCI,

and CN patients, a multiclass classification was performed on the left and right amygdala

regions. Figure 5.55 shows the confusion matrix, roc curve, and training and validation

curves for the different classes in these regions. The roc curve for AD, MCI, and CN was

0.88% , 0.71% , and 0.72% for the left amygdala and 0.85% , 0.78% , and 0.78% for the

right amygdala. The training and validation curves had 400 training set sizes in the left and

right amygdala for the different classes in Figure 5.5.

Figure 5.5: (a) Represent the confusion matrix for Left Amygdala. (b) Roc curve achieved
for each class for left amygdala. (c) Training and validation curve for each left amygdala.
(d) Represent the confusion matrix for right amygdala. (e) Roc curve achieved for each class
for right amygdala. (f) Training and validation curve for each right amygdala

Table5.3 presents the performance metrics of six models (LR, KNN, SVC, DT, RF, and

EM) for predicting the target variable in two regions: Left Amygdala and right Amygdala.

Performance metrics includeAcc,Prec,Rrec, andF1score.In the left amygdala, EM performs
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the best, with an Acc of 0.62% and an F1score of 0.61% .

Table 5.3: Performance metrics of different models for Left and Right Amygdala

Region Model Acc Prec Rrec F1score

Left Amygdala

LR 0.52% 0.52% 0.52% 0.52%

KNN 0.52% 0.52% 0.52% 0.51%

SVC 0.58% 0.62% 0.58% 0.56%

DT 0.55% 0.57% 0.55% 0.55%

RF 0.59% 0.60% 0.59% 0.58%

EM 0.62% 0.63% 0.62% 0.61%

Right Amygdala

LR 0.47% 0.48% 0.47% 0.47%

KNN 0.54% 0.53% 0.54% 0.54%

SVC 0.55% 0.59% 0.55% 0.50%

DT 0.55% 0.55% 0.55% 0.55%

RF 0.64% 0.65% 0.64% 0.64%

EM 0.66% 0.67% 0.66% 0.66%

The RF model follows closely with an Acc of 0.59% . The SVC and DT models have

similar performance, with Acc of 0.58% and 0.55% , respectively. LR and KNN models

have the lowest Acc at 0.52% each. For the right amygdala, EM again performs best, with

an Acc of 0.66% and an F1score of 0.66% . The RF model follows closely, with an Acc

of 0.64% . The other models (SVC, DT, KNN, and LR) have lower Acc ranging between

0.47% and 0.55% .

5.4.3 Left-Right-Pallidum

The left-right-pallidum, a structure located in the left basal ganglia, is involved in motor

control and the regulation of voluntary movement. This cortical region is particularly
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important for the classification of different types of AD patients. Figure 5.6 illustrates

the confusion matrix, roc curve, and training and validation curves for the left and right

pallidum. The data set is divided into three classes: 0 for AD, 1 for MCI, and 2 for CN. The

roc curve for AD, MCI, and CN is 0.70% , 0.62% , and 0.65% for the left pallidum, and

0.74% , 0.75% , and 0.73% for the right pallidum. The training and validation curves for

the left and right pallidum have 400 training set sizes for the different classes in Figure 5.6.

Figure 5.6: (a) represent the confusion matrix for Left Pallidum. (b) roc curve achieved for
each class for left pallidum. (c) training and validation curve for each left pallidum. (d)
represent the confusion matrix for right pallidum. (e) roc curve achieved for each class for
right pallidum. (f) training and validation curve for each right pallidum

The Table 5.4 presents the performance metrics of six models (LR, KNN, SVC, DT,

RF, and EM) for predicting the target variable in two regions: Left palm and right palm.

Performance metrics include Acc, Prec, Rrec, and F1score. In the Left-Pallidum region, the

EM performs the best, with an Acc of 0.52 and an F1score of 0.51.
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Table 5.4: Performance metrics of different models for Left and Right Pallidum

Region Model Acc Prec Rrec F1score

Left Pallidum

LR 0.32% 0.36% 0.32% 0.28%

KNN 0.47% 0.47% 0.47% 0.46%

SVC 0.35% 0.40% 0.35% 0.31%

DT 0.44% 0.44% 0.44% 0.44%

RF 0.49% 0.49% 0.49% 0.49%

EM 0.52% 0.52% 0.52% 0.51%

Right Pallidum

LR 0.34% 0.42% 0.34% 0.33%

KNN 0.40% 0.40% 0.40% 0.37%

SVC 0.40% 0.43% 0.40% 0.36%

DT 0.51% 0.52% 0.51% 0.51%

RF 0.52% 0.53% 0.52% 0.52%

EM 0.51% 0.52% 0.51% 0.51%

5.4.4 Left-Right-Putamen

The left basal ganglia, which is involved in motor control, learning, and reinforcement, is

one of the important cortical regions for different types of patients with AD. Figure 5.7shows

the confusion matrix, the roc curve and the training and validation curves for the left and

right putamens. The data set is divided into three classes: 0 for AD, 1 for MCI, and 2 for

CN. The roc curve for AD, MCI, and CN is 0.73, 0.68, and 0.58 for the left putamen, and

0.75, 0.61, and 0.71 for the right putamen. The training and validation curves have 400

training set sizes for each of the left and right putamen classes in Figure 5.7.
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Figure 5.7: (a) represents the confusion matrix for left putamen. (b) roc curve achieved
for each class for left putamen. (c) training and validation curve for each left putamen. (d)
represents the confusion matrix for the right putamen. (e) roc curve achieved for each class
for right putamen. (f) training and validation curve for each right putamen

The Table 5.5 presents the performance metrics of six models (LR, KNN, SVC, DT, RF,

and EM) for predicting the target variable in two regions: Left-Putamen and Right-Putamen.

Performance metrics include Acc, Prec, Rrec, and F1score. In the Left-Putamen region, the

EM performs best, with an Acc of 0.47 and an F1score of 0.46. The RF and KNN models

follow closely, both with Acc of 0.44.
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Table 5.5: Analysis of different subcortical regions using the different ML models and EM
in Left-Right-Putamen.

Region Model Acc Prec Rrec F1score

Left Putamen

LR 0.37% 0.38% 0.37% 0.36%

KNN 0.44% 0.42% 0.44% 0.42%

SVC 0.40% 0.38% 0.40% 0.31%

DT 0.40% 0.40% 0.40% 0.39%

RF 0.44% 0.44% 0.44% 0.43%

EM 0.47% 0.47% 0.47% 0.46%

Right Putamen

LR 0.36% 0.41% 0.36% 0.34%

KNN 0.47% 0.48% 0.47% 0.46%

SVC 0.39% 0.42% 0.39% 0.37%

DT 0.47% 0.47% 0.47% 0.47%

RF 0.55% 0.55% 0.55% 0.55%

EM 0.47% 0.47% 0.47% 0.47%

The other models (LR, SVC, and DT) have lowerAcc ranging between 0.37% and 0.40%

. For the right-patamen region, the RF model has the highest Acc at 0.55% and an F1score

of 0.55% . The EM, KNN, and DT models all have similar Acc of 0.47% . The other models

(LR and SVC) have lower Acc at 0.36% and 0.39% , respectively.

5.4.5 Left-Right-Thalmus

The left hemisphere of the brain acts as a hub for sensory and motor information. The

Left-Right Thalamus is a significant cortical region that may explain the various types of

AD patients. Figure 5.8 illustrates the confusion matrix, the roc curve and the training and

validation curves for the three classes (AD, MCI, and CN) in the Left-Right Thalamus. The
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roc curve for AD, MCI, and CN is 0.80% , 0.77% , and 0.78% for the left thalamus and

0.68% , 0.69% , and 0.74% for the right thalamus. The training and validation curves feature

400 training set sizes in the left and right thalamus for these classes in Figure 5.8.

Figure 5.8: (a) represents the confusion matrix for left thalmus. (b) roc curve achieved for
each class for the left thalmus. (c) training and validation curve for each left thalmus. (d)
represents the confusion matrix for the right thalmus. (e) roc curve achieved for each class
for right thalmus. (f) training and validation curve for each right thalmus

The Table 5.6 presents the performance metrics of six models (LR, KNN, SVC, DT, RF,

and EM) for predicting the target variable in two regions: Left thamus and right thamus.

Performance metrics include Acc, Prec, Rrec, and F1score. In the Left-Thalamus region, the

RF model performs best, with an Acc of 0.55% and an F1score of 0.55% .
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Table 5.6: Analysis of different subcortical regions using the different ML models and EM
in Left-Right-Thalamus.

Region Model Acc Prec Rrec F1score

Left Thalamus

LR 0.36 0.41 0.36 0.34

KNN 0.47% 0.48% 0.47% 0.46%

SVC 0.39% 0.42% 0.39% 0.37%

DT 0.47% 0.47% 0.47% 0.47%

RF 0.55% 0.55% 0.55% 0.55%

EM 0.47% 0.47% 0.47% 0.47%

Right Thalamus

LR 0.41% 0.45% 0.41% 0.40%

KNN 0.44% 0.48% 0.44% 0.45%

SVC 0.42% 0.56% 0.42% 0.40%

DT 0.49% 0.49% 0.49% 0.49%

RF 0.51% 0.52% 0.51% 0.51%

EM 0.49% 0.49% 0.49% 0.49%

The DT, EM, and KNN models have similar Acc of 0.47% . The other models (LR and

SVC) have lower Acc at 0.36% and 0.39% , respectively. For the Right-Thalamus region, the

RF model has the highest Acc at 0.51% and an F1score of 0.51% . The DT and EM follow

closely, both with Acc of 0.49% . The other models (LR, KNN, and SVC) have lower Acc

ranging between 0.41% and 0.44% .

5.4.6 Left-Right- VentralDC

The left-right ventral DC is part of the left basal ganglia, which is involved in motor control

and reward-based learning. It is also an important cortical region that is responsible for the

different types of AD patients. Figure 5.9 shows the confusion matrix, the roc curve, and
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the training and validation curve for the calculation of the different classes in these regions.

The data set is properly distributed for class 0 representing AD, class 1 representing MCI,

and class 2 representing CN. The roc curve for the AD MCI and CN is 0.82% , 0.72% and

0.78% for the left VentralDC and 0.82% , 0.68% and 0.73% for the right VentralDC. The

training and validation curve have features for 400 training set sizes in the left and right

VentralDC for these classes Figure 5.9.

Figure 5.9: (a) represents the confusion matrix for left ventraldc. (b) roc curve achieved for
each class for left ventraldc. (c) training and validation curve for each left ventraldc. (d)
represent the confusion matrix for right ventraldc. (e) roc curve achieved for each class for
right ventraldc. (f) training and validation curve for each right ventraldc

The Table 5.7 presents the performance metrics of six models (LR, KNN, SVC, DT,

RF, and EM) for predicting the target variable in two regions: Left-VentralDC and Right-

VentralDC. The performance metrics include Acc, Prec, Rrec, and F1score. In the Left-

VentralDC region, the RF model performs best, with an Acc of 0.61% and an F1score of

0.61% . The DT and EM follow closely, both with Acc of 0.57% . The KNN model has

an Acc of 0.53% , while the LR and SVC models have lower Acc at 0.44% and 0.45% ,

respectively.

144



Table 5.7: Analysis of different subcortical regions using the different ML models and EM
in Left-Right-VentralDC.

Region Model Acc Prec Rrec F1score

Left Ventral DC

LR 0.44% 0.46% 0.44% 0.44%

KNN 0.53% 0.54% 0.53% 0.53%

SVC 0.45% 0.59% 0.45% 0.42%

DT 0.57% 0.60% 0.57% 0.58%

RF 0.61% 0.62% 0.61% 0.61%

EM 0.57% 0.60% 0.57% 0.58%

Right VentralDC

LR 0.48% 0.50% 0.48% 0.49%

KNN 0.44% 0.45% 0.44% 0.44%

SVC 0.43% 0.59% 0.43% 0.37%

DT 0.61% 0.62% 0.61% 0.61%

RF 0.60% 0.61% 0.60% 0.60%

EM 0.61% 0.62% 0.61% 0.61%

For the Right-VentralDC region, the EM and DT models have the highest Acc at 0.61%

, with F1score of 0.61% and 0.61% , respectively. The RF model follows closely with an

Acc of 0.60% . The other models (LR, KNN, and SVC) have lower Acc ranging between

0.43 and 0.48%.

5.4.7 Left-Right-Caudate

The Left-Right-Caudate is a structure in the left basal ganglia that is involved in motor

control, learning, and memory. It is also an important cortical region that holds the reasons

for the different types of AD patients. The results of the multiclass classification for the

Left-Right-Caudate are shown in Figure 5.10. This figure displays the confusion matrix
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for the left and right caudate. The data set is properly distributed for class 0 (AD), class 1

(MCI), and class 2 (CN). The roc curve for the AD, MCI, and CN is 0.71% , 0.68% , and

0.74% for the left caudate and 0.75% , 0.69% , and 0.75% for the right caudate. The training

and validation curves have features for 400 training set sizes in the left and right caudate in

these classes in Figure 5.10.

Figure 5.10: (a) represents the confusion matrix for left caduate. (b) roc curve achieved
for each class for left caduate. (c) training and validation curve for each left caduate. (d)
represent the confusion matrix for right caduate. (e) roc curve achieved for each class for
right caduate. (f) training and validation curve for each right caduate

The Table 5.8 compares six ML models applied to Left-Caudate and Right-Caudate

regions, with the following best-performing models and corresponding metric values: In

the Left-Caudate region, the RF model achieves an Acc of 0.51% , Prec of 0.53% , Rrec of

0.51% , and an F1score of 0.51% in Table.
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Table 5.8: Analysis of different subcortical regions using the different ML models and EM
in left and right caudate.

Region Model Acc Prec Rrec F1score

Left Caudate

LR 0.37% 0.39% 0.37% 0.31%

KNN 0.44% 0.46% 0.44% 0.43%

SVC 0.36% 0.45% 0.36% 0.30%

DT 0.48% 0.49% 0.48% 0.48%

RF 0.51% 0.53% 0.51% 0.51%

EM 0.48% 0.49% 0.48% 0.48%

Right Caudate

LR 0.40% 0.43% 0.40% 0.40%

KNN 0.47% 0.48% 0.47% 0.47%

SVC 0.40% 0.46% 0.40% 0.35%

DT 0.56% 0.58% 0.56% 0.57%

RF 0.53% 0.54% 0.53% 0.53%

EM 0.56% 0.58% 0.56% 0.57%

In the Right-Caudate region, both the DT and EM have anAcc of 0.56% , Prec of 0.58% ,

Rrec of 0.56% , and an F1score of 0.57% . These values suggest that the RF model performs

best in the Left-Caudate region, while the DT and EM excel in the Right-Caudate region.

5.4.8 Left-Right-Hippocampus

The left and right hippocampus are two cortical regions that are essential for learning and

memory formation, particularly long-term memory. These regions are especially important

for understanding the different types of AD patients. Figure 5.11 shows the confusion

matrix, roc curve, and training and validation curve for the left and right hippocampus. The

data set is divided into three classes: 0 for AD, 1 for MCI, and 2 for CN. The roc curve
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for AD, MCI, and CN is 0.89% , 0.80% , and 0.82% for the left hippocampus and 0.90% ,

0.77% , and 0.78 % for the right hippocampus. The training and validation curves feature

400 training set sizes in the left and right hippocampus for each of the three classes in Figure

5.11 .

Figure 5.11: (a) represents the confusion matrix for left Hippocampus.(b) roc curve achieved
for each class for left Hippocampus.(c) training and validation curve for each left Hippocam-
pus.(d) represent the confusion matrix for right Hippocampus.(e) roc curve achieved for each
class for right caduate.(f) training and validation curve for each right Hippocampus

The given Table 5.9 provides a comparison of various ML models based on their

performance metrics (Acc, Prec, Rrec , and F1score for two regions: Left-Hippocampus and

Right-Hippocampus. The models include LR, KNN, SVC, DT, RF, and EM.

148



Table 5.9: Analysis of different subcortical regions using the different ML and EM in left
and right Hippocampus.

Region Model Acc Prec Rrec F1score

Left-Hippocampus

LR 0.52% 0.50% 0.52% 0.51%

KNN 0.58% 0.57% 0.58% 0.56%

SVC 0.53% 0.49% 0.53% 0.46%

DT 0.64% 0.66% 0.64% 0.64%

RF 0.68% 0.69% 0.68% 0.68%

EM 0.64% 0.66% 0.64% 0.64%

Right-Hippocampus

LR 0.52% 0.50% 0.52% 0.51%

KNN 0.58% 0.57% 0.58% 0.56%

SVC 0.53% 0.49% 0.53% 0.46%

DT 0.64% 0.66% 0.64% 0.64%

RF 0.68% 0.69% 0.68% 0.68%

EM 0.64% 0.66% 0.64% 0.64%

In both regions, the RF model achieves the highestAcc, Prec, Rrec , andF1score, making

it the best performing model among the ones tested. The DT and EM also perform well,

with similar scores across the board. LR, KNN, and SVC models have lower performance

metrics in comparison to the other models.

5.5 Cumulative Analysis

The cumulative data from the various cortical regions was analyzed in all three sets. We

analyzed the left and right subcortical structures, and last, we did the combined analysis

of the left and right subcortical structures, i.e., "Accumbens,’ Amygdala,’ Pallidum,’ Puta-

men,’Thalamus,’ VentralDC,’ Caudate, and Hippocampus. The objective is to represent the
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performance of several ML models on specific relevant brain areas and to see the impact of

these regions on which region is more impactful for the identification of AD.

5.5.1 Left-Subcortical Structure

The evaluation of the six models is depicted in the plots, with the y-axis representing the

performance metric. Each brain area is represented by a separate line plot, making it easy

to distinguish between them. The horizontal axis denotes the ML models. The visual

representation of the plots allows for a comparative analysis of the effectiveness of these

models in various brain areas, as measured by the four metrics: Acc, Prec, Rrec , and

F1score. The EM has a higher Acc rate of 0.47% in the left accumbens compared to the RF

model, which has an Acc of 0.43% . The EM also has a higher Prec of 0.48% compared

to the RF’s Prec of 0.44% . Both models have almost the same Rrec and F1score, ranging

from 0.43% to 0.47% . The EM marginally outperforms the RF model in this regard. In the

left amygdala, the EM has a higher Acc rate of 0.61% compared to the RF model’s Acc rate

of 0.58% . The EM also has a greater Acc of 0.63. Both models have similar Rrec metrics.

However, the EM marginally outperforms the RF model in terms of F1score, achieving a

value of 0.610782% compared to 0.584635 for the RF model in Figure 5.12.
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Figure 5.12: represent the left subcortical structure analysis plot with respect to the perfor-
mance parameters that is Acc, Prec, Rrec and F1score

Accumbens and left amygdala, but they often rank second or third place in other loca-

tions. The efficacy of EM techniques in this context highlights the fundamental concept

that combining predictions from different models often results in enhanced performance.

The performance of Logistic Regression on this dataset is notably challenging, particularly

in locations such as the left pallidum, where it exhibits the lowest Acc and F1score. This

observation suggests that the data exhibit a lack of linear correlation in several brain areas,

diminishing the efficacy of linear models such as Logistic Regression.

5.5.2 Right-Subcortical Structure

The RF and EM models show similar performance in the right amygdala, right ventral DC

and right caudate, with closely aligned Acc rates and other measures. This implies that the

EM incorporates the beneficial characteristics of RF in its components. However, the RF

model outperforms the EM in certain areas, such as the right hippocampus, with an Acc of

68%, compared to the EM’s 64.4%. This could be due to the RF’s ability to capture patterns
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in complex or multifaceted data distributions. However, the EM has a slight advantage

over the RF in the right-umbens area and right-pallidum, suggesting that the collective

decision-making process used by the EM may sometimes produce better results. Generally,

the superiority of one model over the other may depend on the location. EM techniques

often improve overall predictive performance by combining different model predictions.

The Logistic Regression model, however, is consistently inferior, particularly in the Right-

Pallidum and Right-Putamen areas. This implies that the data in these regions may not

follow a linear pattern and that the simplicity of this model may not be enough to account

for the complexities of the data set in Figure 5.13.

Figure 5.13: represent the right subcortical structure analysis plot with respect to the
performance parameters that is Acc,Prec, Rrec and F1score

5.5.3 Combined analysis of the left and right subcortical struc-

tures

A comparison of several ML models across distinct brain regions was conducted. The

RF and Expectation Maximization (EM) procedures often showed superior performance in
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terms of Acc compared to other methods. In the case of specific areas, such as the right

amygdala, the RF algorithm had an Acc of 0.638% , while the EM had a slightly higher Acc

of 0.662% . Similarly, in the right hippocampus, the RF model had an Acc of 0.680% ,

which was comparable to the Acc of 0.644% achieved by the EM. It is important to note that

although EM are designed to incorporate multiple algorithms to enhance outcomes, they do

not always guarantee a clear advantage over RF in the context of this dataset. Additionally,

the SVM model often had a notable level ofAcc, indicating a valid positive rate. However, its

F1score indicated a compromised Rrec in some regions, such as the Left-Accumbens-area.

On the other hand, Logistic Regression usually had inferior performance metrics in most

areas in Figure 5.14. When selecting a model for deployment in a practical application, it

is essential to consider Acc, Prec, Rrec , and F1score to ascertain the model’s dependability

across different circumstances in Figure 5.14.

Figure 5.14: Performance Metrics of all the models to evaluate different subcortical regions.

The EM model was found to be the most effective across all subcortical regions, with

Acc scores ranging from 0.47% to 0.64% . The RF model also produced satisfactory results

in certain regions, with Acc scores ranging from 0.44% to 0.68% . Figure 5.14 showed
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Table 5.10: Sub cortical structures Analysis

Author Model Accum Amyg. Pall. Put. Thal. V.DC Caud. Hipp. Consideration and Effectiveness

[82] Lin. Reg. X X X ✓ X ✓ ✓ X Putamen, Ventral and Caudate explored
[107] Co-active X ✓ X ✓ X X X X Amygdala and Putamen were effective
[166] Mult. Log. Reg. X X ✓ X ✓ X X ✓ Pallidum, Thalmus and Hippocampus considered
[197] Morph. Class. X ✓ X ✓ X X X ✓ Putamen, cerebellum, brain stem, hippocampus
[53] Mult. Log. Reg. X X ✓ ✓ ✓ X X ✓ Pallidum, putamen, thalamus, hippocampus
[5] Mult. GLM X X X ✓ X X X ✓ Putamen, hippocampus
[112] RF X ✓ X X X X X X Amygdala
[183] RF X ✓ X X X X X ✓ Amygdala, Hippocampus
[189] Voxel-wise X X X X ✓ X X X Thalamus
Proposed - ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ Hippocampus, Amygdala

that the right hippocampus was the most effective region for distinguishing between AD,

MCI, and CN. This finding is in line with previous research that has highlighted the role

of the hippocampus in memory formation and its vulnerability to AD-related pathological

changes. The results suggest that ML models, particularly EM and RF models, can ef-

fectively differentiate between people with AD, MCI, and CN based on measurements of

the subcortical area. The superior performance of the EM compared to individual models

may be attributed to several key factors. EM combines predictions generated by multiple

base models, thus reducing individual errors and increasing Acc. This combination reduces

the risk of overfitting seen in complex models and addresses the issue of underfitting in

simpler models. In addition, EM benefits from incorporating different predictions, thus

improving its ability to capture a more comprehensive understanding of patterns in the data.

By combining multiple perspectives, EM can provide a more comprehensive and robust so-

lution. EM essentially incorporates the idea that the combined intelligence of several views

usually surpasses the performance of individual perspectives. Therefore, the performance

comparison of the proposed method with the state-of-the-art methods for the analysis of

the subcortical structure of the parameters is presented in Table 5.10. By comparing the

proposed work to the other approaches outlined in the Table 5.10, it is evident that the

EM and RF-based strategy has a clear advantage. This approach provides a comprehensive

investigation of all subcortical areas, with a particular focus on the hippocampus and amyg-

dala, which are known to be effective in detecting AD and its various forms. This is in stark
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contrast to other contemporary methods, which often concentrate on only a portion of the

areas. For example, the linear regression model focuses mainly on Putamen, Ventral DC,

and Caudate, while the RF process, as used [82], is specifically focused on the Amygdala.

Even multivariate logistic regression, which is considered one of the most comprehensive

approaches available, examines only half of the areas [107]. This could lead to the possi-

ble omission of essential areas that may be crucial to accurately detect AD. The proposed

method, which combines EM and RF techniques, stands out due to its comprehensive ap-

proach and could potentially improve the Acc and reliability of AD and its prediction of

subtypes. The identification and assessment of AD is hampered by a number of limitations.

A major challenge is to differentiate AD from other medical conditions based on biolog-

ical indicators. This is more than just recognizing symptoms, as it requires the accurate

identification of molecular markers that are specific to AD. The complexity of the task is

further increased by the influence of genetic factors. Genetic analysis is essential to gain an

understanding of an individual’s susceptibility to AD, which could lead to a more accurate

and earlier diagnosis. By gaining a comprehensive knowledge of the genetic markers and

mutations associated with AD, researchers and physicians can create prediction models that

can detect the condition before severe clinical symptoms appear. Looking to the future,

a major obstacle in diagnosing AD is the incorporation of multimodality into diagnostic

methods. This involves using multiple diagnostic procedures together to gain a complete

understanding of the condition. In AD, this could involve combining tract analysis, which

looks at neural pathways affected by the illness, with genetic investigations. An integrated

approach has the potential to provide a more comprehensive understanding of the disease,

allowing the development of more tailored therapies and interventions.
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CHAPTER 6

CONCLUSION AND FUTURE DIRECTION

The diagnosis and distinction of AD have been enhanced through a comprehensive study.

sMRI has been identified as a key Biomarker in the identification of AD, with additional

support from complementary methods such as DTI, PET, and FLAIR. The combination

of human and automatic feature extraction, particularly in analyzing larger datasets, has

highlighted the importance of DL methods in distinguishing different phases of AD. The

investigation of single-modality sMRI using Ensemble classifiers revealed that the En-

semble_LR_SVM model had improved performance in binary, multiclass, and regional

analysis. This research provided more insights into the discernible differences across brain

hemispheres concerning different forms of AD. By utilizing a multimodal approach, the

fusion approach to AD detection combined PET and sMRI techniques, thus establishing a

solid foundation for accurate feature extraction. As a result, the use of advanced ML al-

gorithms, including ensemble methods like SVM_RBF+AB+GB+RF and GB+SVM_RBF,

has been instrumental in establishing notable benchmarks in terms ofAcc. A comprehensive

study using sMRI and PET has demonstrated the importance of subcortical regions, partic-

ularly the Right Hippocampus, in distinguishing AD. The study showed the potential of EM

and RF models to extend research beyond subcortical areas and incorporate factors such

as cortical thickness. The progress made in the detection and classification of AD, aided

by ensemble classifiers, is evident in the dynamic landscape of this field. Nevertheless, to
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effectively address the many challenges associated with diagnosing and distinguishing AD,

it is essential to focus on ongoing innovation, adopt broader research perspectives, and use

integrated techniques in future endeavors.

6.1 Future Challanges

• The necessity of having a large and varied dataset to apply DL methods is evident. It

is essential to find a balance between having a comprehensive dataset and improving

the Acc of the model. The complexity of diagnosing AD requires the use of a wide

range of biomarkers and imaging techniques such as MRI, DTI, PET, and FLAIR.

However, this approach can lead to difficulties in combining and understanding the

data.

• Although manual feature extraction approaches have shown potential, there is a

distinct need to enhance and optimize this methodology. Similarly, it is worth delving

more into ensemble approaches, namely the Ensemble_LR_SVM model, which has

shown promise in binary classifications. This calls for more extensive investigation

and refinement in many categorizations.

• Imaging techniques in many fields have become more prevalent in recent years.

These techniques include a range of methodologies that enable the investigation of

the fusion, and synergistic effects of several imaging modalities have the potential

to enhance the Prec of AD identification. This entails broadening the integration of

diverse modalities beyond sMRI and PET and further investigating regions such as

the right hippocampal, which has shown a substantial impact in distinguishing AD).

• Future research efforts must embrace a more comprehensive and encompassing per-

spective in light of the specific emphasis on particular regions, such as the subcortical

areas. This involves including other crucial brain characteristics, such as the thick-
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ness of the cortex and the connection of brain regions. In addition, using insights

derived from certain areas of the brain can provide valuable guidance for subsequent

research, leading to the discovery of more refined diagnostic procedures.

• With the increasing complexity of AD detection methods, it is essential to prioritize

the accurate interpretation and practical use of the findings obtained within real-world

clinical environments. This highlights the importance of improving the dependability

and applicability of ML models in diagnosing AD, requiring strong collaboration

between researchers and clinicians.
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