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ABSTRACT

Conventional multiple regression for permeability estimation from well logs requires a
functional relationship to be presumed. Due to the inexact nature of the relationship between
petrophysical variables, it is not always possible to identify the underlying functional form
between dependent and independent variables in advance. An accurate reservoir description is
very important in reservoir evaluation, and permeability prediction is the key for a successful
characterization. Permeability is one among the most important parameters affecting the
productivity of hydrocarbon bearing reservoir. Thus understanding the heterogeneity of reservoir
and characterizing it with consistent input of permeability is wvery crucial. Formation
permeability is measured directly from the core sample studies performed in laboratory.
However it is very costly and is not feasible for the whole reservoir. Also, permeability cannot be
inferred directly from any well log measurements. Earlier, various methods have been used for
the permeability prediction using empirical relationship, statistical regression, etc. These
methods are not applicable for all reservoirs, since permeability varies largely due to different
depositional environments. When large variations in pertrological characters are exhibited,
parametric regression often fails or leads to unstable or erroneous results, So a nonparametric
approach for estimating optimal transformations of petrophysical data to obtain the maximum
correlation between observed variables has been introduced which are Artificial neural network

(ANN) and Alternating conditional expectation (ACE).. These methods prove to be more robust

as they require no priori assumption regarding functional form.
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1.

INTRODUCTION

1.1. GENERAL

Due to heterogeneity of the rock properties the oil reservoirs in the world are not exactly same.
Investigating about the characteristics of these hydrocarbon bearing reservoirs; studying the reservoir rock
types and most significantly the vertical and horizontal heterogeneities is an important part of a reservoir
characterization procedure. Reservoir characterization has played important role in advanced reservoir
management. It maximizes convergence and integrates multi-disciplinary data to improve the reliability of
the reservoir anticipations. It is known that precise reservoir management and simulation demands a
measurement of the special distribution of reservoir properties and a better understanding of the nature of
reservoir heterogeneity at different formations. Reservoir rock type determination has presented a
challenge for cases whenever no direct measurements of reservoir rock types are available. The direct
identification of reservoir rock type and permeability can be carried out using core analysis whereas
indirect measurements can be done through log analysis. An efficient and reliable management strategy
can be put into effect only after getting the details of rock properties of the reservoir. Permeability is the
most important parameter amongst these rock properties.

1.2. PERMEABILITY

Permeability is one of the most important characteristics of hydrocarbon bearing formations. An accurate
knowledge of permeability provides petroleum engineers with a tool for efficiently managing the
production process of a field. In the oil and gas industry the permeability is used to determine whether a
well should be completed and brought on line. Permeability is also essential in overall reservoir
management and development (e.g., for choosing the optimal drainage points and production rate,

optimizing drainage points and production rate, optimizing completion and perforation design, and

devising EOR patterns and injection conditions). (¢

Permeability Measurement Techniques:

The three major permeability measurement techniques are wireline log analysis (including the RFT
method), laboratory testing of core samples, and well testing.
1.2.1.1. Wireline log measurements: Five methods are established for obtaining permeability

from wireline tool measurements.(1)Empirical correlation of permeability with porosity (¢) and




intergranular surface area; (2)Measurement of producible formation fluid with nuclear magnetism log (NML);
(3)Estimate of mineral concentrations by geochemical logging tool (GLT); (4)Correlation of permeability with
Stoneley Wave velocity by acoustic logging tools; (5)Pressure/time measurement of formation fluids with the RFT

tool.

1.2.1.2. Core permeability: Core analysis allows direct measurement of permeability under
controlled laboratory conditions. For this reason, core derived permeability is often considered to be the
standard. Core permeability is an accurate representation of a particular core sample under specific
laboratory conditions. As long as the measurements are consistent over a particular interval, the core
permeability can be very useful in completion design, specifically in choosing the phasing and vertical

spacing of perforation.

1.2.1.3. Permeability from well testing: The many procedures that fall under well testing can be
classified into 3 categories. (1)Short term tests involving DST, IMPULSE testing, and transient rate and
pressure testing (TRAP) where the radius of investigation is typically limited; (2) Conventional tests-
classic pressure drawdown or injection test and pressure buildup involving single or step rate; (3)
Advance tests involving methods beyond the traditional single layer horizontal permeability evaluation,
including layered reservoir testing, vertical interference testing and multiwall interference testing.
Although each technique has a different application, all involve making an abrupt change in flow-
starting, stopping, or abridging flow, injecting fluid, or changing the flow from one value to another.

Reservoir properties are deduced from the well’s response to these changes, measured by BHP gauges and

BHP transient rates in TRAP and Layered reservoir testing R¢f2)

LITERATURE REVIEW:

2.1. Wireline Logging: The oil and gas industry uses wireline logging to obtain a continuous record of a
formation’s rock properties. Wireline logging can be defined as being "The acquisition and analysis of
geophysical data performed as a function of well bore depth, together with the provision of related
services." The measurements are made referenced to "TAH" - True Along Hole depth: these and the
associated analysis can then be wused to infer further properties, such as hydrocarbon
saturation and formation pressure, and to make further drilling and production decisions. Wireline logging

is performed by lowering a 'logging tool’ - or a string of one or more instruments - on the end of a wireline
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into an oil well (or borehole) and recording petrophysical properties using a variety of sensors. Logging
tools developed over the years measure the natural gamma ray, electrical, acoustic, stimulated radioactive
responses, electromagnetic, nuclear magnetic resonance, pressure and other properties of the rocks and
their contained fluids.

The data itself is recorded either at surface (real-time mode), or in the hole (memory mode) to an
electronic data format and then either a printed record or electronic presentation called a "well log" is
provided to the client, along with an electronic copy of the raw data. Well logging operations can either be
performed during the drilling process, to provide real-time information about the formations being
penetrated by the borehole, or once the well has reached Total Depth and the whole depth of the borehole
can be logged.
Real-time data is recorded directly against measured cable depth. Memory data is recorded against time,
and then depth data is simultaneously measured against time. The two data sets are then merged using the
common time base to create an instrument response versus depth log. Memory recorded depth can also be
corrected in exactly the same way as real-time corrections are made, so there should be no difference in

the attainable TAH accuracy.

The measured cable depth can be derived from a number of different measurements, but is usually either

recorded based on a calibrated wheel counter, or (more accurately) using magnetic marks which provide
calibrated increments of cable length. The measurements made must then be corrected for elastic stretch
and temperature.
There are many types of wireline logs and they can be categorized either by their function or by the
technology that they use. "Open hole logs" are run before the oil or gas well is lined with pipe or cased.
"Cased hole logs" are run after the well is lined with casing or production pipe.

Wireline logs can be divided into broad categories based on the physical properties measured.

2.1.1. Gamma Ray Logging: A method of measuring naturally occurring gamma radiation to
characterize the rock or sediment in a borehole or drill hole. It is a wireline logging method used in
mining, mineral exploration, water-well drilling, for formation evaluation in oil and gas well drilling and
for other related pUrposes.
Different types of rock emit different amounts and different spectra of natural gamma radiation. In

particular, shales usually emit more gamma rays than other sedimentary rocks, such
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as sandstone, gypsum, salt, coal, dolomite, or limestone because radioactive potassium is a common
component in their clay content, and because the cation exchange capacity of clay causes them to
absorb uranium and thorium. This difference in radioactivity between shales and sandstones/carbonate

rocks allows the gamma tool to distinguish between shales and non-shales.
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Figl. Gamma log

The gamma ray log, like other types of well logging, is done by lowering an instrument down the drill

hole and recording gamma radiation variation with depth. Gamma radiation is usually recorded in API
units, a measurement originated by the petroleum industry. Gamma logs are attenuated by diameter of the
borehole because of the properties of the fluid filling the borehole, but because gamma logs are most often
used in a qualitative way, corrections are usually not necessary.
Three elements and their decay chains are responsible for the radiation emitted by

rock: potassium, thorium and uranium. Shales often contain potassium as part of their clay content, and




tend to absorb uranium and thorium as well. A common gamma-ray log records the total radiation and
cannot distinguish between the radioactive elements, while a spectral gamma ray log (see below) can.
For standard GR logs, the value measured is calculated from thorium in ppm, Uranium in ppm and
potassium in percent. GR APl = 8 x Uranium concentration in ppm + 4 x thorium concentration in ppm +
15 x potassium concentration in percent. Due to the weight of uranium concentration in the calculation
anomalous concentrations of uranium can cause clean sand reservoirs to appear shaley.
An advantage of the gamma log over some other types of well logs is that it works through the steel and
cement walls of cased boreholes. Although concrete and steel absorb some of the gamma radiation,

enough travels through the steel and cement to allow qualitative determinations.

2.1.2. Resistivity Logging: A method of well logging that works by characterizing the rock or sediment
in a borehole by measuring its electrical resistivity. Resistivity is a fundamental material property which
represents how strongly a material opposes the flow of electric current. In these logs, resistivity is
measured using 4 electrical probes to eliminate the resistance of the contact leads. The log must run in
holes containing electrically conductive mud or water.
Resistivity logging is most commonly used for formation evaluation in oil- and gas-well drilling. Most
rock materials are essentially insulators, while their enclosed fluids are conductors. Hydrocarbon fluids
are an exception, because they are almost infinitely resistive. When a formation is porous and contains
salty water, the overall resistivity will be low. When the formation contains hydrocarbon, or contains very
low porosity, its resistivity will be high. High resistivity values may indicate a hydrocarbon bearing
formation.

Usually while drilling, drilling fluids invade the formation, changes in the resistivity are measured by the

tool in the invaded zone. For this reason, several resistivity tools with different investigation lengths are

used to measure the formation resistivity. If water based mud is used and oil is displaced, "deeper"
resistivity logs will show lower conductivity than the invaded zone. If oil based mud is used and water is
displaced, deeper logs will show higher conductivity than the invaded zone. This provides not only an

indication of the fluids present, but also, at least qualitatively, whether the formation is permeable or not.
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2.1.3. Density Logging: A well logging tool that can provide a continuous record of a formation's bulk
density along the length of a borehole. In geology, bulk density is a function of the density of the minerals

forming a rock (i.e.matrix) and the fluid enclosed in the pore spaces. This is one of three well logging
tools that are commonly used to calculate porosity
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Fig 2.Density Logging

A type of active nuclear tool, a radioactive source and detector are lowered down the borehole and the
source emits medium-energy gamma rays into the formation. These gamma rays interact with electrons in
the formation and are scattered in an interaction known as Compton scattering. The number of scattered

gamma rays that reach the detector, placed at a set distance from the emitter, is related to the formation's

electron density, which itself is related to the formation's bulk density.

Electron density is a measure of bulk density.Radioactive source is used to generate gamma rays, gamma
ray collides with electrons in formation, losing energy and the detector measures intensity of back-
scattered gamma rays, which is related to electron density of the formation.Bulk density, ps, is dependent
upon: lithology, porosity, density and saturation of fluids in pores

Bulk density varies with lithology: Sandstone 2.65 g/cc, Limestone 2.71 g/cc and Dolomite 2.87 g/cc.
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pp = Recorded parameter (bulk volume)
¢ Sxo pmf = Mud filtrate component

¢ (1 - Sxo) pnc =Hydrocarbon component
Vsh psh=Shale component

1 - ¢ - Vsn=Matrix component

2.1.4. Neutron Porosity: Its measurement employs a neutron source to measure the hydrogen index in a
reservoir, which is directly related to porosity. The Hydrogen Index (HI) of a material is defined as the
ratio of the concentration of hydrogen atoms per cm? in the material, to that of pure water at 75 °F. As
hydrogen atoms are present in both water and oil filled reservoirs, measurement of the amount allows

estimation of the amount of liquid-filled porosity.

T ‘st'o-l Io 2 R 2np_]
INH = 2p_nJ e
T | e —

B

P B e i
”e

lithology is

sandstone

Neutron or
Log

dolomite

IR RN S R AN ;1""" i 2

Saii :

Fig 3. Neutron Porosity log

Subject to various assumptions and corrections, values of apparent porosity can be derived from any

neutron log. One can not underestimate the slowdown of neutrons by other elements even if they are less

effective. Certain effects, such as lithology, clay content, and amount and type of hydrocarbons, can be




recognized and corrected for only if additional porosity information is available, for example from sonic
and/or density log. Any interpretation of a neutron log alone should be undertaken with a realization of
the uncertainties involved.
The quantitative response of neutron tool to gas or light hydrocarbon depends primarily on hydrogen
index and "excavation effect”. The hydrogen index can be estimated from the composition and density of
the hydrocarbons.
Given a fixed volume, gas has considerably lower hydrogen concentration. When pore spaces in the rock
are excavated and replaced with gas, the formation has smaller neutron-slowing characteristic, hence the
terms "Excavation Effect”. If this effect is ignored, a neutron log will show a low porosity value. This

characteristic allows a neutron porosity log to be used with other porosity logs (such as a density log) to

detect gas zones and identify gas-liquid contacts. Réf4)

OBJECTIVE:

The main aim of the project is to identify the underlying functional form between dependent and
independent variables and thereby predict permeability from the limited core data and interrelate it with
the log data sheets, making it possible to expand the prediction to uncored wells. The well data or core
data are not recoverable in every well in a field as it is a highly expensive and time consuming. We have
the log data of four wells (Well A, B, D &E) and core permeability data of two wells (Well D, E). We
have to propose a model to calculate permeability of porous media, which is the main objective of this
study. The purpose of this study is to develop a methodology for the permeability prediction of an oil field
using conventional logs. Artificial Neural Networks (ANN) is applied for permeability prediction using
‘backpropagation’ algorithm for training the feed forward network. One hidden layer and one output layer
is used in the network architecture. Hit and trial method is used for determining the number neurons
present in the hidden layer. Similarly Alternating conditional expectation (ACE) algorithm is also used to

predict the permeability of well A, B. And the best method having more reliable data values is found out.




4. MULTIPLE REGRESSION

Conventional multiple regression for permeability estimation from well logs requires a functional
relationship to be presumed. Due to the inexact nature of the relationship between petrophysical variables,
it is not always possible to identify the underlying functional form between dependent and independent
variables in advance. An accurate reservoir description is very important in reservoir evaluation, and
permeability prediction is the key for a successful characterization. Permeability is one among the most
important parameters affecting the productivity of hydrocarbon bearing reservoir. Thus understanding the
heterogeneity of reservoir and characterizing it with consistent input of permeability is very crucial.
Formation permeability is measured directly from the core sample studies performed in laboratory.
However it is very costly and is not feasible for the whole reservoir. Also, permeability cannot be inferred
directly from any well log measurements. Earlier, various methods have been used for the permeability
prediction using empirical relationship, statistical regression, etc. These methods are not applicable for all
reservoirs, since permeability varies largely due to different depositional environments. When large
variations in pertrological characters are exhibited, parametric regression often fails or leads to unstable or
erroneous results, So a nonparametric approach for estimating optimal transformations of petrophysical
data to obtain the maximum correlation between observed variables has been introduced which are
Artificial neural network (ANN) and Alternating conditional expectation (ACE). These methods prove to

be more robust as they require no priori assumption regarding functional form. ®ef3)

In this study, an artificial neural network has been designed that is able to predict the permeability of the
formations using the data provided by geophysical well logs with good accuracy. Artificial neural
network, a biologically inspired computing method which has an ability to learn, self-adjust, and be
trained, provides a powerful tool in solving pattern recognition problems.

The next step is to develop correlations between permeability and well log responses using the ACE
algorithm to examine our data by GRACE software. We use this non-parametric regression techniques to
model the data. Thus, it provides a powerful tool for exploratory data analysis and correlation. After
using both the techniques we define the more reliable one and that is used for predicting the

permeabilities for further cluster wells.




4.1. Introduction to MATLAB

MATLAB is a programming language developed by MathWorks.
MATLAB is a high-performance language for technical
computing. It integrates computation, visualization, and

programming in an easy-to-use environment where problems and MATLABM

solutions are expressed in familiar mathematical notation.

Programming and developing algorithms is faster with MATLAB than with traditional languages because
MATLAB supports interactive development without the need to perform low-level administrative tasks,
such as declaring variables and allocating memory. Thousands of engineering and mathematical functions
are available, eliminating the need to code and test them yourself. At the same time, MATLAB provides
all the features of a traditional programming language, including arithmetic operators, flow control, data

structures, data types, object-oriented programming, and debugging features.

MATLAB helps you better understand and apply concepts in a wide range of engineering, science, and
mathematics applications, including signal processing and communications, control system design,
machine learning, computational finance and computational biology. Add-on toolboxes, which are
collections of task- and application-specific MATLAB functions, add to the MATLAB environment to

solve particular classes of problems in these application areas. Réf?

4.1.1. ARTIFICIAL NEURAL NETWORKS (ANN)

Artificial Neural Networks (ANNSs) are relatively crude electronic models based on the neural structure of
the brain. The brain learns from experience. Artificial neural networks try to mimic the functioning of
brain. Even simple animal brains are capable of functions that are currently impossible for computers.
Computers do the things well, but they have trouble recognizing even simple patterns. The brain stores
information as patterns. Some of these patterns are very complicated and allow us the ability to recognize
individual faces from many different angles. This process of storing information as patterns, utilizing

those patterns, and then solving the problems encompasses a new field in computing, which does not




utilize traditional programming but involves the creation of massively parallel networks and the training
of those networks to solve specific problems. The exact workings of the human brain are still a mystery,
yet some aspects are known. The most basic element of the human brain is a specific type of cell, called
‘neuron’. These neurons provide the abilities to remember, think, and apply previous experiences to our
every action. They are about 100 billion in number and each of these neurons connects itself with about
200,000 other neurons, although 1,000 to 10,000 is typical. The power of the human mind comes from the
sheer numbers of these basic components and the multiple connections between them. It also comes from
genetic programming and learning. The individual neurons are complicated. They have a myriad of parts,
subsystems and control mechanisms. They convey information via a host of 75 electrochemical pathways.
Together, these neurons and their connections form a process, which is not binary, not stable, and not

synchronous.
4.1.1.1. TYPES OF ARTIFICIAL NEURAL NETWORKS

a) SINGLE LAYER FEED FORWARD NETWORK

Input layer Output Layer

Fig 4. Single layer feed forward network

A neural network in which the input layer of source nodes projects into an output layer of neurons but not
vice-versa is known as single feed-forward or acyclic network. In single layer network, ‘single layer’
refers to the output layer of computation nodes as shown in the above figure.




b) MULTILAYER FEED FORWARD NETWORK

This type of network consists of one or more hidden layers, whose computation nodes are called hidden
neurons or hidden units. The function of hidden neurons is to interact between external input and network
output in some useful manner and to extract higher order statistics. The source nodes in input layer of
network, supply the input signals to neurons in the second layer (1% hidden layer. The output signals of
2" layer are used as inputs to the third layer and so on. The set of output signals of the neurons in the
output layer of network constitutes the overall response of network to the activation pattern supplied by

source nodes in the input first layer

Input Hidden Layer Output layer
layer

Fig 5: A multilayer feed forward network

4.2.  ALTERNATING CONDITIONAL EXPECTATIONS (ACE)

The ACE algorithm, originally proposed by Breiman and Friedman, provides a method for estimating

optimal transformations for multiple regressions that result in a maximum correlation between a
dependent (response) random variable and multiple independent (predictor) random variables. In the
present work, we utilize the ACE technique to examine our data by GRACE software for permeability

prediction from different well log data.




4.2.1. The ACE Algorithm: The GRACE program has been used which generates an optimal
correlation between a dependent variable (say y) and multiple independent variables (say, x1, x2, X3, upto
x30).This is accomplished through non-parametric transformations of the dependent and independent
variables. Non-parametric implies that no functional form is assumed between the dependent and
independent variables and the transformations are derived solely based on the dataset. The final
correlation is given by plotting the transform dependent variable against the sum ofthe transformed

independent variables.

The correlation thus obtained can be showed to be optimal. A model predicting the value of y from the
values of x1, x2... xn is written in the generic form

y=11(2)

Where z = Xzi and zi = fi (xi)

The procedure for this approach is given by
1) Calculate the data transform:
zi = fi(xi), i=1,2,

2) Calculate the transform sum:
z=Xzi,1=1,2,

3) Calculate the inverse transform:
y=F1(@)

Given n observation points, we wish to find the best transformation functions f1(x1), f2(x2),
fn(xn) , but not as algebraic expressions, rather as a relationships defined point wise. The method of ACE
constructs and modifies the individual transformations to achieve maximum correlation in the transformed

space. Graphically this means that the plot of z = Xzi against z' = f (y measured) should be as near to the

450 straight line as possible. The resulting individual transformation are given in the form of a point by

point and/or table, thus in any subsequent application (graphical or algebraic) interpolation is needed to

obtain the transformed variables and to apply the inverse transform to predict y. Naturally, the smoother
13
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the transformation the more justified and straightforward the interpolation is, therefore, some kind of

restriction on smoothness is built into the ACE algorithm. In other words, based on the concept of

conditional expectation, the correlation in transformed space is maximized by iteratively adjusting the

individual transformations subject to a smoothness condition.

. WORKFLOW

We apply optimal transformation by using GRACE software for ACE

Further, we train and build a feed forward neural network for permeability prediction using ANN
in MATLAB.

Comparison of Regression values are done to find the more reliable method

Then we compare and match the predicted permeability curve and actual permeability curve with
respect to depth range from both ANN and ACE method.

Lastly, permeability is predicted for the non-cored wells, i.e., Well A & Well B using the most
reliable technique.

5.1. Permeability Prediction using ACE algorithm in GRACE:

1. The log data of well D & well E was taken into consideration for this project. The log data
consisted of 4 log suite comprising of gamma ray, bulk density, neutron porosity & deep
resistivity
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1430n

0.28%

2478

3073

15507

4,354

L1310

0.212

241

.93

15301

331

2419

0.2632

24063

1.9

15513

31187

31205

0.15%

L4%1

WM

140

4081%

L0433

[.1453

L3703

430

134303

434688

L3503

.1113

138

12654

135006

203875

3781

01157

L3113

3111

1560.12

16,7188

3475

0174

L3848

LA

1563.15

SIps

LY

0.1513

L3508

3009

15702

807l

33

0181

15580

30N

137305

374688

4.1%4

01611

L1

LNl

1580.4

B.0623

L3

0.1597

10%

3908

158

474588

L273

0.2803

24701

BL3%

1390.14

0113

30448

0173

1435

L1%

139363

DR

L4373

0.268

2435

30578

16017

1873

3.05%8

01332

1568

1135

1605.8

33

L6205

.41

131§

25,880

161011

380313

L35l

0.1

24023

1085

16161

8438

L1163

0.2368

L4543

137

16201

18,0623

L9063

0.3

L3003

1603

1623.19

b7

143

0.2642

2429

18378

1630.07

04373

147

0.2822

24701

32704

163093

40,3063

L3412

.2832

L0

18.5%

E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E

163998

36,7188

34

01567

15600

13.4%

17




164331 BT L7838 0.3 23103 0783
1630.03 ik 34N 01753 L4 Lol§
1633.06 27812 L33 0.1626 L3566 3013
166177 07 138 0.2627 14902 1883
167048 300781 30182 0.1 L60% 8,731
167792 3873 L1152 0.3061 L3l 209,74

2. Create a data file arranging your data in columns. The first line should contain the names
of the columns.

. The log & core data of well D was used in the ACE algorithm for creating a linear
relationship and the data of well E was used to predict and verify permeability.

. The GRACE application was then launched, the training data was imported into GRACE
workspace.

Grace98 - [Grace 1.0]

ope
:\Users\500041016\Desktop\WELL D. dat. txt numColl=

1GR
2 LLD Prepare
3 POR
4 BUL
5K
6 _In_GR

Include into ACE
Select

7 il JE s
5 T pon [N :
9 InBlL
10 JnK




5. We consider independent variables bulk density, gamma ray log, laterolog deep, and
porosity for neutron porosity hydrogen index and the dependent variable is natural log of
permeability.

Grace98 - [Grace 1.0]

5 numCol=

Prepare

Include into ACE
Select o

dependent
vaiiable

Riefaty e (ointoizis oty telaintoiaisfatste (o iate IR iate o le|

6. Execute calculations using Run menu item

Grace98 - [Grace 1.0]

File Prepare Options Run Windows..

INDEPENDENT VARIABLES, DEPENDENT VARIABLE IS LAST

ED AND EQUILIBRATED DEPENDENT VARIABLE
6E+00 0. 000E+00
—02 0. 000E+00
208E-01 0. 000E+00

1E-01
1E-01
BE-01

NDENT VARIA S
00E+00 0. 000E+00 0. 000E+00
0E+00 0. 000E+00 0. 000E+00
000E+00 0. 000E+00 0. 000E+00




The results are cascaded in windows to view the optimal transformations of the dependent and
independent variables, optimal correlations, the predicted permeability regression is also
obtained.

. Grace98

File Prepare Options Run Windows..

LK} Grace 1.0

Optimal Transformation

Optimal Transformation

Optimal Transformation

Optimal Transformation

Optimal Transformation

Optimal Correlation
In K Predict
Exp Predicted

Exp_ Predicted From Inv Tran

Exp_AvD= 147.6 % Exp_StD¥= 594.5 %

y Predicted

A

From the plots we obtain a standard deviation factor of 95.1%

Predicted From Inv Tran

Avedev= 0.655 Stdev= 0.951

In K Predicted




9. Finally, the GRACE program generates an EXCEL file that summarizes the results, we
get a regression of 0.9507 and a plot generating functional forms,

The functional forms used for predicting the remaining cluster wells are:-

Predicted Stdev = 0.9507

In_K_Calc_Inv_Tr

0.00E+00 T T T T T
-1.00E+00 04%@0 1.00E+00 2.00E+00 4.00E+00 5.00E+00 6.00E+00

_In_K_Meas




Fitted Stdev=1.1269

_In_LLD_Tr=0.3252x2 - 0.6332x + 0.2302
BU_Tr= 11.628x2 - 52.457x + 58.509
GR_Tr=0.0003x2 - 0.0095x - 0.0762
POR_Tr=170.51x2 - 63.651x + 5.2924

_In_K=-0.1995 SumTr2 + 1.9128 SumTr + 2.756

From Fit

2.00E+00 3.00E+00 4.00E+00 5.00E+00

_In_K_Meas

In_LLD_Tr= 0.3252x2 - 0.6332x + 0.2302
BU_Tr= 11.628x2 - 52.457x + 58.509
GR_Tr=0.0003x2 - 0.0095x - 0.0762
POR_Tr= 170.51x2 - 63.651x + 5.2924

In_K=-0.1999 SumTr2 + 1.9128 SumTr + 2.756

10. Those functional forms are used for predicting the permeability of well E and is verified
with the actual known values and graph plotted in EXCEL.




_Depth(ml

_Predicted Permeability

1520.19
1525 .07
1S30.1
1535.13
1540
1545 .03
1550.06
1S60.12
1S65.15
1570.02
1575 .05
158024
15845
1590. 14
1593.65
1601.57
1605 .38
1631011
1616.51
1620.01L
1625 .19
1630.07
1636.93
1639.98
1645 31
1650.03
1655 .06
1661.77
16870.46

1677.92
=T

S 29665978
O.690379113
2. 423895856
1. 796228536
2871004485
2 473936796

3. 25373397

O 015790737

2 282478556
1.959635475
1. 884368269
2. 412346278
S 474765271
O. 6803878567
S.368638104
S 184767179
1. 35727011
O.5629997S9S4
S O72379732
O 455067896
3. 839724367
4 5559549161
2 86530689
2. 477792672
2.667558153
O.88530>=5488
2. 09397799
S 454641528
28258196
6.004512656




Permeability (md)

O = N W s U

-11500

Actual permeability Vs Predicted Permeability

1520 1540 1560 1580 1600 1620 1640 1660 1680
Depth(m)

—a—Predicted Permeability —a— Actual Permeability

1700




11. Predicted permeability of Well A

Depth{m) Predicted Permeability
1440.58 3.437707602
1445.45 1.512453111
1450.02 -1081.064035
1455.05 0.419S831S85
1460.24 1.634372186
1465.42 4.050635157
1470.14 1.619668651
147471 3.443039152
1480.05 0.803711335
1484.16 0.697137567
1490.87 1.25581832
145954 .07 0.524184082
1500.62 -9.422083036
1504.43 1.877042638
1510.07 1.3337709
1515.25 3.065199259S
1520.13 7.315426875
1525.46 1.02544S5549
1530.03 1.009912
1535.52 2.437732546
1540.09 2.28889239
1543.75 3.087710712
1545.58 -3.934417535
1550.76 3.901089597
1555.03 1.5597295267
1560.06 2.508358105
1563.87 2.886365537




1570.12
1574.99
1580.02
1584.449
1590.08
15956.18
1600.14
1606.08
1610.04
1614.46
1617.06

1620.1
1625.89
1630.01
1636.56
1640.07

1645.55
1650.13
1655.92
1660.03
1662.32
1665.06

1.020240376
1.13396261
0.382710672
1.741565413
1.74543901&84
1.36618134
0.876615555
1.683252118
-28.7420087
1.914245544
0.740716851
1.9165893845
1.875432061
0.881816967
0.0S55004214
1.876908764
4.231523008
1.675269319
2.621682788
1.625804674
1.176118486
5.868840572




Similarly of well B

Depth{m)
1440.58
1445.45
1450.02
1455.05
1460.24
1465.42
1470.14
1474.71
1480.05
1484.16
1450.87
14954.07
1500.62
1504.43
1510.07
1515.25
1520.13
1525.46
1530.03
1535.52
1540.0S
1543.75
1545.58
1550.76

Predicted Permeability

7.3125949476

1.3446259S
1.4489125355
3.172145687
2.3592130343
4.67719208S

0.600591647
4.817567222
5.677464581
4.346503855
3.789016319
3.171388802
2.756864764
1.865862404
1.870211587
1.921415247
4.691093326
3.524249287
1.529266179
7.268653415
0.982047139
2.015844638
1.152240886
3.851088461




5.2. Permeability Prediction using ANN toolbox in MATLAB:

1. The log data of well D & well E was taken into consideration for this project. The log
data consisted of 4 log suite comprising of gamma ray, bulk density, neutron porosity &
deep resistivity.

well name

depth{m|

GR(GAPI)

LLD{ohm-m)

NPHIfy/V

RHOB(g/ce

known permeability k(mD)

1433.00

4215

0.622

143453

2.101

21,23

150023

230

38313

1304.04

283

LT3

1305.50

2473

L4T

1308

2378

3.3

1509.06

217

154,297

1509.22

2148

W71

1509.52

2081

132.276

1510.28

11l

0.833

1515.62

4088

10.539

1520.34

49

19.578

1525.07

1333

181371

1530.86

44

368.857

153.13

2,643

1287

154331

3282

42461

1543.66

6,173

17542

1543.03

6.8%

110

1530.06

11,644

2301

15549

L1375

ULA

1560.27

3461

23,04

156484

354

16.309

1570.03

0.1

367512

Le ) I e [ (Y s B N e B N e Y Y e B O e Y (N e D Y o S N e Y e Y ) s I [ e R (N o B N e (N e Y (N e R N s Y (N e D s B O e Y O e I Y s (Y (Y )

1575.63

5,88

2383




1585.27 . 28,884
1590.14 384.298
159593 . 3.8%4
1602.33 : 4545
1605.08 34%
1610.11 67391
1615.14 : 1222
1620.32 L0z
1625.33 1.275
1630.99 328,041
1633.1 : 83,375
164,85 346.218
1643.12 12,385
1652.63 18
166162 : 193
1679.45 143.841
1681.73 1043
1708.1 213
1708.25 : : 199.397
17084 ! 110.254
1708.56 14217
1708.71 : 49.833
1709.32 111444
1709.47 20174
1709.62 37.6%4

1709.78 4012
170393 : 1266
1710.08 L982
171145 : 35,376

D
D
D
D
D
D
D
D
D
D
D
D
D
D
D
D
D
D
D
D
D
D
D
D
D

Lo B Y e R N s B N o |




well name

depth(m)

GR(GAPI)

LLD{ohm-m]

NPHIw/Y)

known permeability k(mD)

1520.19

8430

L4306

0.73

152,07

249544

2131

(.63

1530.1

EERLIE

2429

1.9

153513

311875

51205

584

140

815

2043

4303

134,03

43,4088

43803

126,646

1530.06

21875

3781

36171

1560.12

16,7138

137

L243

1565.15

310

L3784

3618

1570.02

28,0781

13184

3012

157503

374688

4134

4731

1580.4

66.0625

123

3,808

15843

474088

L7

281928

1590.14

2.2813

1,448

1.1%

1393.63

42,3438

LA3Ts

80.578

160157

81875

3.25%

17333

1605.38

313

16205

26,38

1610.11

380313

251

1063

1616.31

34,8438

L1169

12,567

1620.01

18.0625

L9063

2609

162519

b/

243

182,578

1630.07

04375

1427

327,046

1636.93

46.9063

LH12

128,854

rm | rm | rm jrmy e e ey jrm jrmy e rey |y jrm jrmy e rry | ey rm b rmy jrme jrey ey rme jrm

1639.98

36.7188

14244

1545




1645.31 4375 0.783
1650.03 Ji 1618
1635.06 218125 5.019
1661.77 0.7 1.889
1670.46 30.0781 86.731
167192 36.87 209.734

. The log & core data of well D was used for training the neural network and for
validation purpose while the data of well E was used to predict and verify permeability.

. The MATLAB application was then launched, the training data was imported into
MATLAB workspace.

4\ MATLAB R2011b
File Edit Debug Parallel Desktop Window Help

NG| & BB 9 & & 2| @ CurentFolder] C:\Program Files\MATLAB\R2011b\bin v ||... (&)
Shortcuts (2] Howto Add 2] What's New

Current Folder * 0 » x| Command Window

<« R2011b » bin » ~ O/ @ #- |@ Newto MATLAB? Watch this Video, see Demos, or read Getting Started.

Sedspiop

t a directory: C:\Users\500041016\Desktop\matlab 1.

=Y
g
a




4 MATLAB R2011b
File Edit View Graphics Debug Parallel Desktop Window Help

eS| % @ | & rf F) | @ | Current Folder| C:\Program Files\MATLAB\R2D11b\bin v ||... [

Shortcuts (8] Howto Add 2] What's New

Current Folder * O 7 x| Command Window
« R2011b » bin » ~ O [@ %%~ @ MNewto MATLAB? Watch this Video, see Demos, o read Getting Started & o ) By L sel. ~

Sedpiom,

Warning: Name is nonexistent or not a directory: C:\Users\500041016\Desktocp\matlab 1. Mame Value

»» nntool HH LogdataD <4x53 doub
e > HH Logdatak <453 doub)
[ permeabilityD <1x53 doub)

Name

1031p3 3|qeLIEf,

%] deploytool.bat
insttype.ini

_ ledataxml

| ledataxsd
Icdata_utfaml

| license.txt

o] matlab bat
matlab.exe

Sambig

mexsetup.pm
mexutils.pm

&) mw_mpierec.bat

_| ProductRoots

5] worker.bat

Details

Select afile to view details

After the data is imported and variables are defined, the neural network tool (nntool)
was launched

4 MATLAB R2011b

File Edit Debug Parallel Desktop Window Help

NS & B9 ™| & f )| @ | CurrentFolder| C:\Program Files\MATLAB\R2011b\bin v | |...| (@)
Shortcuts (2] Howto Add (2] What's New

Current Folder woa

| N | Network/Data M: t
T S ﬁ‘ eural Network/Data Manager (nntool)
|

asedsyiop

4
W Input Data: 2 Networks il Output Data:

Name

util
in64
&) deploytool.bat
| insttype.ini
ledataxmi
ledataxsd - ;
| ledata_utf8xml @ Target Data: 88 Eoror et
| license.tt
4] matlab.bat
matlab.exe
2| mbuild.bat
mec.bat
) mexbat

103p3 3|qeLiep

sainbly

| mexpl
%5 mexext.bat Y) Input Delay States: ) Layer Delay States:
mexsetup.pm
|| mexutils.pm
&) mw_mpiexec.bat
ProductRoots
4] worker.bat

@ Close

Select afile to view details




5. Next the data is imported to data manager

= ik )

Shortcuts (2] How to Add (2] What's New

wpoa

Current Folder
<« R2011b » bin »

&) deploytool.bat
5| insttypedni

. ledataxml
|| ledataxsd
|| ledata_utf8aml
|| license:txt
&) matlab.bat

mexsetup.pm
mexutils.pm

| ProductRoots
&) worker.bat

Select a file to view details

© | Current Folder:| C:\|

Source

Import from MATLAB workspacd

) Load from disk file

MAT-file Name

MATLAB R2011b
Program Files\MATLAB\R2011b\bin v |...| [£)

Import to Network/Data Manager

Select a Variable

|(no selection)
|LogdataD
|Logdatak
PermeabilityD

Destination

Name

Import As:
Network
O Input Data
(® Target Data
() Initial Input States
O Initial Layer States
O Output Data

(O Error Data

@ Close

D Help | @ Close

asedspion

1031p3 2|qeLRA

sainbiy

6. Using well D log data as input and core permeability as target, a neural network is

created using single layer and 8 neurons.

B HS O-
HOME INSERT
Corrections ~
[& Color~
23] Artistic Effects ~

Remove
Background

Adjust

DESIGN

PAGE LAYOUT REF

1= Compress Pictures

hange Picture

+*

2k Input Data:
LogdataD
LogdataE

@ TargetData: |

PermeabilityD

~) Input Delay States

% Impott..

PICTURE TOOLS

ERENCES MAILINGS REVIEW VIEW FORMAT

icture Border ~

[& Align~

~ | Q2 Picture Effects -

Create Network or Data
Network | Data
Name

network1

Network Properties

Network Type:

Input data:
Target data:

Training function:
Adaption learning function:
Performance function:

Number of layers:
Properties for: |Layer1 v

Number of neurons: |8

Transfer Function: LOGSIG v

3 View

@ Help

Feed-forward backprop

LogdataD

2 Rotate

lityD.

¢ Restore Defaults

7¢ Create

TRAINGDX
LEARNGDM
MSE

@ close | (-

f New...

@ Close

& Help

Binu Eldho ~




7. The network is created in networks of data manager.

Parallel Desktop Windov

IEREL Y Ak T )

Shortcuts (2] How to Add (2] What's New

Help

MATLAB R2011b

Current Folder:| C:\Program Files\MATLAB\R2011b\bin v ||...| [£)

Current Folder segClaa
<« R2011b » bin » MPIL=E-

Name
m3i
registry
util
winb4
&) deploytool.bat
i insttypeini
| Icdataxml
| ledataxsd
| ledata_utf8xml
|| license.txt
@) matlab.bat
matlab.exe
5 mbuild.bat
mec.bat
mex.bat
mex.pl
9 mexext.bat
|| mexsetup.pm
mexutils.pm
%] mw_mpiexec.bat
| ProductRoots
& worker.bat

Select a file to view details

a~

W Input Data:

Neural Network/Data Manager (nntool)

B Networks

il Output Data:

LogdataD
LogdataE

@ Target Data:
PermeabilityD

&) Input Delay States:

[network1

&8 Error Data:

~) Layer Delay States:

@D Help | @ Close

avedspiop,

1031p3 3|qeLEA

sainbiy

8. Now we train the network using data of well D and store the trained network in output
data of data manager.

Parallel  Desl Windo

w  Help

MATLAB R2011b

B9~ & 2| @ | CurentFolder:| C:\Program Files\MATLAB\R2011b\bin v ||..| (&)

Shortcuts 2] Howto Add (2] What's New
Current Folder L s[5 5
<« R2011b » bin » MK

Name
m3i
registry
util
winb4

%] deploytool.bat
insttype.ni
| Icdataxml

|_] ledataxsd

|| ledata_utf8ml

|| license:tt
matlab.bat
matlab.exe

%] mbuild.bat
mec.bat
mexbat
mexpl
mexext.bat
mexsetup.pm
mexutils.pm

& mw_mpiexec.bat
ProductRoots

%] worker.bat

Details

Select a file to view details

I Input Data:

LogdataD
LogdataE

W

Training Info | Training Parameters

@ Torg Training Data

Neural Network/Data Manager (nntool)

B Networks

Network: network1

View| Train | Simulate | Adapt | Reinitialize Weights | View/Edit Weights

Training Results

Permeal | | |nputs LogdataD Outputs

Targets

3 Inpy

Errors.
al Input Delay St

Final r Delay

il Output Data:

network1_outputs
networkl_errors

network1_inputStates

') Train Network

@D Help | @ Close

asedsyiop

1031p3 3|qeuEA

sainbig




BHS O

HOME

= i 0
E ﬂ Corrections
==

olor 2 Change Picture

Remove

INSERT DESIGN PAGE LAYOUT REFERENCES

Ec Pict
=l Compress Pictures

| | el

Background 3 Artistic Effects ~ 4] Reset Pict 7

Adjust
B Input Data:

PICTURE TOOLS

MAILINGS REVIEW VIEW FORMAT

L# Picture Border ~

=
=) Q Picture Effects ~

S Position

Neural Network/Data Manager (nntool)

W Networks 4l Output Data:

LogdataD
LogdataE

Wrap

L

Network: network1

View | Train | Simulate | Adapt | Reinitialize Weights | View/Edit Weights

Hidden Layer Output Layer

) Inpu

:‘5 Import... ,{ New...

[ Open.. & Export... 88 Delete

S") Help

@ Close

[& Align~

@' Rotate ~

Crop

4
File Edit

D&l

Debug

* Shortcuts (2] Howto Add (2] What's New

Current Folder
, « R2011b b bin »

registry
¥ util
@ . winbd
&) deploytool.bat
] insttype.ini
|| ledataxml
|| ledataxsd
|| ledata_utf8xml
|| license.txt
[&] matlab.bat
4\ matlab.exe

|| mexsetup.pm
mexutils,pm
mw_mpiexec.bat
ProductRoots
worker.bat

Parallel

Desktop Window Help

MATLAB R2011b

90 e B |0 :CurrentFoIden C:\Program

w 0 2 x| Command Window

v P [ f5- @ Newto MATLAB? Watch t

Warning: Name is
>> nntool
>> nntool
>> nntool
>> v.g
fx >

View| Train | Simul
Training Info | Train

showWindow

showCommandLing |

show
epochs
time
goal
min_grad

max_fail

Details

Select a file to view details

4 Neural Network Training (nntraintool)

Neural Network

Hidden Layer
Input E
: 4

8

Algorithms

OutputLayer

Data Division: Random (dividerand)
Training: Gradient Descent with Momentum & Adaptive LR (traingdx)
Performance:  Mean Squared Error (mse)

Derivative:  Default (defaultderiv

Progress

B Y —r—
Tine I —
Performance: 0405 [ 0125

Gradient: 0259

Validation Checks: 0 || 18

Plots
Performance | (plotperform)

Training State | (plottrainstate)

Regression (plotre

Plot Interval: 1 epochs

v Maximum epoch reached.

@ Gancel

matlab 1.

1) Train Network

1031p3 3|qeues | 3dedsyionn

s2unb1y




9. The regression is obtained with an overall regression of 0.984

Qutput ~= 0.94"Target + 0.0081

m
w0
o
o
o
+
-
[H
o)
™
©
‘_
#
-
-+
3
Q.
=
=
o

Training: R=0.98481

O Data

0.2 0.4 06 0.8
Target

Test: R=0.98932

O Data

Output ~= 1"Target + -0.0056

Output ~= 0.97"Target + 0.0049

09¢
08¢
0.7¢
06¢f
05¢
0.4
03¢

0.2} ;
Lo/

0.1

Validation: R=0.97775

Data
- Fit
Y=T

O l)/.t y

/ o]
o

0.2 0.4 0.6
Target

0.8

All: R=0.98492

O Data




10. This trained network is simulated to predict the permeability of well E.

4
File Edit Debug
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11.The predicted permeability from the neural network is saved in an Excel
data sheet and is compared with the actual permeabilities for verification
and a graph is plotted.
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12.The predicted values are compared with the actual core data values for

verification. the actual permeability values that were measured in the laboratory in
comparison with network's estimation. Although the permeability value covers a
wide range, the network is able to follow the trend closely. After plotting core

measurements versus network predictions, one can see the divergence of the




predictions from a perfect match, which is the unit slope line On plotting the

measured permeability with estimated permeability from the network, we have got
R =0.9848, 0.9777, 0.9893 and 0.9849 for training, validation, blind testing and

over all correlation respectively.

Actual permeability Vs Predicted Permeability

Permeability (md)

1600

Depth({m)

—g— Actual Permeabiity {md) —g— Predicted Permeability (md)

6. RESULT & DISCUSSIONS

Scatter plot of measured permeability from core data of Well D versus estimated permeability
generated through ACE method shows regression of 0.951 . Whereas, the correlation for the
same through ANN method comes out to be 0.984. Hence, for estimating the permeability of
Well A and Well B Artificial Neural Network model was employed. The network for the same
was trained by core data values of permeability from Well D and now this network was simulated
to predict the permeability values for rest of the wells. The permeabilities of well A and well B
are predicted using the neural network created.




Well A
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1480.05
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1520.13
1525.46
1530.03
1535.52
1540.08
1543.75
1545.58
1550.76
1555.03
1560.06

Depth(m) Predicted permeability(md)
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0.002297
0.0019834
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Well B
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7.CONCLUSION

We identify an underlying functional form between the dependent and independent variables

and thereby predict the permeability from the limited core data and interrelate it with the log
data sheets, thus making it possible to expand the prediction to uncored wells in a cluster
formation. We study both the ANN toolbox in MATLAB and ACE algorithm in GRACE and
find the one with higher grade of accuracy thereby increasing the reliability of reservoir
characterization. ANN toolbox in MATLAB serves as a better option for permeability

prediction with an overall efficiency of 98.1%.
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