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ABSTRACT 

 

Barrier coverage, also referred as k-barrier coverage, is the prominent research area in the field 

of coverage in wireless sensor networks. Barrier coverage is a special case of full coverage in 

wireless sensor networks. Full coverage of a network needs redundant and sequential 

deployment of sensors, which means that the area to be covered is small, whereas in general, 

wireless sensor networks are preferred in applications that are remote and inaccessible to 

humans. In all such applications, random deployment is preferred over sequential deployment. 

Barrier coverage uses less number of sensors than full coverage, still providing coverage, which 

is close to full coverage. In barrier coverage, it is essential that the value of k ≥ 1, where k 

represents the number of barriers formed in the network. A barrier will be formed if there exists 

a path of connected sensors from one end of the network to the other end. Coverage provided 

by the network increases if the number of barriers formed in the network increases i.e., the 

value of k should be maximized. To maximize the number of barriers, techniques proposed in 

the literature have majorly focused on post deployment strategies such as use of mobile sensors 

or relocating sensors after initial deployment. This needs extra cost in terms of energy required, 

which reduces the operating lifetime of network. In this thesis, a novel, pre-deployment 

strategy based, Minimum Non-Overlap Radius Deployment Algorithm (MNORDA) is 

proposed where a minimum distance between coordinates of two nodes is maintained prior to 

deployment. With this, MNORDA guarantees no two nodes are deployed close to each other 

and also that no node will be deployed close to or beyond the edge of the network which helps 

in achieving uniform coverage of the network with less number of sensors than full coverage. 

MNORDA maximizes the value of k and enhances the operating lifetime of the network. The 

simulation results proves the superiority of proposed algorithm when compared to other 

existing state-of-art works. Hardware for rural applications is developed by forming barrier of 

sensor nodes extending the Wi-Fi to the nearest place and for detecting forest fire in the region 

of interest with the help of Internet of Things (IoT) and ZigBee with drones. 
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CHAPTER 1 - INTRODUCTION 

 

The chapter describes the introduction of Wireless Sensor Networks (WSN), Barrier Coverage, 

types of coverage, types of barrier coverage, its applications and techniques to achieve barrier 

coverage. This chapter also describes the introduction of hardware developed to achieve barrier 

coverage. 

 

1.1 Introduction to WSN 
 

WSN is a constant companion for humankind since time immemorial. Over the last decades, 

application of WSN has seen an exponential growth. Although the application of wireless 

sensor networks is enormous, they are being increasingly used in civil applications such as 

health care, smart home, environmental monitoring, wireless meter reading, for providing 

guidance to group tours  and in military applications such as detection of intrusion in an 

intelligent way, border monitoring system and rural applications such as precision agriculture, 

precision viticulture, green house environment monitoring and in post-disaster situations for 

human tracking especially in cases related to floods, major earthquakes, landslides in mountain 

regions and in pre-disaster situations such as forest-fire detection and monitoring.  

Irrespective of application, the fundamental concerns that have to be considered in wireless 

sensor networks are listed as follows: 

 

1. Deployment of these networks in hostile and unattended environments. 

2.  Limited energy resource in battery operated  power conservative  wireless 

network  which has to be always kept operational by keeping it on 

3.  Cost effectiveness of the wireless sensor network. 

4. Requirement of these networks to operate under ad-hoc condition that is when 

no infrastructure is available. 

 

To address these concerns, the wireless sensor networks should therefore be able to: 

 

1.  Provide robustness in all weather conditions. 

2.  Have a very long lifetime. 

3.  Provide complete coverage of Region of Interest (RoI). 

4.  Operate under very less maintenance. 
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5.  Function as an infrastructure less network. 

 

Owing to   their flexibility and scalability at affordable cost, Wireless Sensor Networks have 

always been considered as reference technology for detection, controlling and monitoring 

environmental tasks at a very large scale. WSN is a group of sensor nodes able to sense data or 

event which falls within its sensing range. The sensed data is transferred through multiple hops 

to the sink nodes or a gateway where it can be processed as shown in figure 1.1 

 

 

 

 

 

 

 

  

 

 

 

Figure 1.1 Architecture of WSN 

 

Every node sends the sensed data to its neighbor node, if it is within its communication range. 

Because of which the data reaches the sink node. It is at this sink node that processing of data 

is performed for decision-making. Sink node has higher communication range, higher 

processing capability and a perpetual battery life. In general, every sensor node will have four 

different devices, which are: 

1. Sensing Device: This device is responsible for sensing the event like temperature, 

humidity, light, etc., in the Region of Interest (RoI) where the node is deployed. This 

device will generate raw data, which may need a calibration before it can be delivered 

to sink node.  

2. Processing Device: Processing device will mostly be a microcontroller which is used 

to process raw data received from sensing device. Processing device is also responsible 

for decision making depending on the value of sensed data.  

3. Transceiver Device: Forwarding of data to neighboring hop is taken care of by the 

transceiver device. The communication range of sensing device depends on the power 

Node 

Sink Node 

Data Hop 
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of the transceiver device. Higher power will result in higher   communication range but 

it will also affect the battery life of the device, as transmission power is directly 

proportional to battery consumption. Therefore there should be trade-off between 

required transmission power  and battery life in the network 

4. Power Device: One of the most important devices in the network is the power device. 

This device powers the other devices like sensing, processing and transceiver. 

Operating lifetime of whole network directly depends on the battery life of devices.  

Intelligent energy saving approach can be applied which helps in increasing the overall 

lifetime of the network. 

 

1.2 Introduction to Coverage 

In WSN, for measuring quality of service, coverage is the unanimously accepted metric. The 

objective in a WSN is primarily towards achieving maximum coverage and to have almost 

every point in the area of interest under the sensing range of minimum one or more than one 

sensor. Coverage provided by the WSN determines how efficiently the sensor nodes monitor 

the network. In WSN, ways of coverage fall under following categories:  full and partial 

coverage. In the full coverage type, each point of the region should fall under the sensing range 

of at least one sensor and this requires additional and redundant sensor nodes where as in partial 

coverage redundant nodes are eliminated by covering only a portion of the entire region. This 

research is focused towards k-barrier coverage also called as barrier coverage (barrier 

coverage and k-barrier coverage will be considered as synonyms throughout the thesis), which 

is a special case of partial coverage where the coverage of the whole region is not the objective. 

As it is unnecessary to cover every point in the region, much fewer sensors are required in 

barrier coverage than in full coverage. Therefore, barrier coverage can act as a substitute for 

full coverage in cases where fewer sensors are required as it acts as an appropriate coverage 

model in WSN. Figure 1.2 and 1.3 gives an example network for full and barrier coverage 

respectively. 

In full coverage shown in figure 1.2 every point in the area of interest falls under the sensing 

range of at least one sensor and therefore coverage gaps are almost nil. This needs sequential 

deployment of sensors to ensure that the network is completely covered. Sequential deployment 

is easy to be carried out when the size of the network is less and the area to be monitored is 

human friendly. WSN is mostly used for environments, which are not human friendly and to 

monitor area of larger dimensions.   
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Figure 1.2 Full Coverage 

 

 

Figure 1.3 Barrier Coverage 

Much fewer sensors required, to be deployed in the region in barrier coverage since the entire 

region coverage is not needed which is the major advantage of this system. A set of virtual 

nodes, which can be named as source and sink nodes, will be placed at left and right boundaries 

of the network respectively as shown in figure 1.3. Instead of left and right boundaries, these 

virtual sensors can also be placed at top and bottom or inner and outer of the network. To form 

a barrier from one end of the network to the other end, communication range of series of nodes 

should overlap. To achieve maximum coverage, key objective of barrier coverage should be to 

have almost every point of monitoring area under the sensing range of at least one sensor node. 
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1.3 Types of Barrier Coverage 

 

Barrier coverage was first introduced in the context of robotics systems[1]. Although in [2], 

types of barrier coverage is sparse and is divided into two strong and weak barrier coverage, in 

this research five types of barrier coverage are mentioned which are 

 

1. Weak Barrier Coverage 

2. Strong Barrier Coverage 

3. Local Barrier Coverage 

4. Global Barrier Coverage 

5. Crossed Barrier Coverage 

 

1.3.1 Weak Barrier Coverage: In weak barrier coverage, there exists a coverage gap in the 

region provided and the event to be detected follows the direction opposite to that of 

barrier path. Therefore, week barrier coverage detects events, which happens or travels 

in a straight opposite to the orientation of barrier path as shown in figure 1.4 (a). As 

mentioned in [3], this type of barrier coverage is not suitable for intrusion detection as 

an intruder may have the intelligence of knowing the orientation of barrier path in 

advance. Therefore, to avoid from being detected will follow the path where a coverage 

gap exist. 

1.3.2 Strong Barrier Coverage: A strong barrier covered network is one in which there exist 

minimum one k-barrier path (minimum value of k is 1) from one end of the network to 

the other end. Therefore strong barrier coverage can detect event which happens or 

travels in arbitrary path irrespective of orientation of barrier. As a result of which the 

disadvantage of weak barrier coverage is eliminated and therefore strong barrier 

coverage is suitable for intrusion detection as shown in figure 1.4 (b). 

1.3.3 Local Barrier Coverage: Given N sensor nodes randomly deployed over a rectangular 

region to achieve k-barrier coverage (k ≥ 1), a barrier formed at one end of the region 

can neither guarantee that the network is completely covered by the barriers nor will 

have information of other barriers. Therefore a local barrier coverage although provides 

a strong barrier coverage but has a disadvantage that the coverage information of whole 

network is not provided. 

1.3.4 Global Barrier Coverage: Opposite to local barrier coverage, a global barrier has the 

complete information of network coverage and therefore will have information of 
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number of barriers formed in the network after the initial random deployment of N 

nodes. Although global barrier coverage does not provide full coverage as mentioned 

in figure 1.2, but will guarantee that almost every event happening in the network can 

be detected. Also as mentioned in [4] every crossing path in the network can be detected 

by global barrier coverage irrespective of the level of intelligence an intruder. 

1.3.5 Crossed Barrier Coverage: The notion of crossed barrier was introduced for the first 

time in [3]. As per authors, crossed barrier coverage is provided if and only if two 

barriers perpendicular to each other can be formed which will intersect exactly in the 

middle. Therefore, if there exists a barrier from left boundary to the right boundary of 

the network then one more barrier should exist from top of the network to the bottom 

as shown in figure 1.4(c). If there exists more than one crossed barrier path then it is 

equivalent to providing strong barrier coverage in the network. 

 

 

  • 

 

 

 

 

              (a) Weak Barrier Coverage           (b) Strong Barrier Coverage  

 

 

 

 

 

 

 

  

                                                      (c) Crossed Barrier Coverage 

 

Figure 1.4. Types of Barrier Coverage 

 

1.4 Techniques to achieve barrier coverage 

 
There are a plethora number of techniques to implement barrier coverage in WSN. In this 

section, different techniques of barrier coverage are discussed. The available techniques can 

broadly be categorized as below:  

 

• • • 
• 

• 

• 

• • • • 

Coverage Gap 

 

• • • 
• • 

• 
• • 

• 
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1. Deployment Based Techniques 

2. Sensor Based Techniques 

3. Algorithm Based Techniques 

 

These techniques are further divided as shown in figure 1.5. 

In general, deployment techniques available for barrier coverage are deterministic and random. 

In deterministic deployment, coverage can be guaranteed only when number of sensors is less 

in number and area to be covered is less in size. In addition, the coverage area should be human 

accessible. In general, WSN are used in remote, human inaccessible and hostile environments 

in which random deployment is suitable. One such distributed deployment technique is 

proposed in [5]. Similarly Line Based Deployment Technique is proposed in [6], which is a 

special case of random deployment where sensors deployment is followed in a line from one 

end of the network to the other end of the network.  

In barrier coverage, random deployment is indispensable. Hazardous context of barrier 

coverage do not allow sequential manual deployment of sensors, therefore random deployment 

is preferred over sequential deployment. In sequential or deterministic deployment the area to 

be monitored is always human-friendly. The sensor-based techniques discussed in literature 

are all post-deployment processing techniques, where first sensors are deployed and then 

processing in the form sensor movement or directional sensing is performed. For example in 

[7-12], authors have proposed the use of mobile sensors after deployment of static sensors in 

the network. Mobile sensors are used to strengthen the formation of barrier coverage. The 

problem associated with mobile sensor is the cost involved in terms of energy consumption in 

moving the sensor and finding the exact coordinates to deploy the moving sensor. In [13] a 

self-deployment approach of randomly deployed mobile sensors is proposed.  

In this thesis, random deployment is used and a novel Minimum Non-Overlap Radius 

Deployment Algorithm (MNORDA) is proposed. 

Directional Sensors, having a non-disk sensing area are also used in barrier formation. These 

sensors communication only in one particular direction opposite to that of omnidirectional 

communication which is a natural property of sensor. In this thesis, omnidirectional 

communication is used. 
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Figure 1.5 Techniques of Barrier Coverage 

 

Algorithm based techniques also provides barrier coverage without the need of mobile and 

directional sensors in which algorithms can be developed for static as well as mobile sensors. 

The algorithms based on learning automata, imperialist coverage, stochastic coverage, integer 

programming are post-deployment techniques, which works on processing of communication 

data between sensor nodes. 

 

1.5 Applications of Barrier Coverage 

 
Applications of barrier coverage are enormous and it is not hard to foresee an exponential 

increase in the applications of barrier coverage. Although the list is huge, below mentioned are 

some important applications where barrier of sensor nodes can be formed and implemented in 

real time. 

 

1. Critical Infrastructure Protection 
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2. Providing security in industry and homeland 

3. Intrusion Detection in region of interest 

4. Indoor Fire Detection 

5. Forest Fire Detection and Monitoring 

6. Chemical Leak Detection in Factories 

7. Event and Movement Detection 

8. Border Surveillance 

9. Zone Monitoring in case of biological attacks 

10. Animal Migration 

 

1.6 Limitations of Barrier Coverage 

 
Barrier coverage has attracted many researchers, as their applications are numerous. There are 

certain limitations associated with barrier formation as listed below 

 

1. Barrier Breach: As mentioned in figure 1.4 (a), if the barrier path formation is known 

prior to its implementation then it is very easy to go undetected for any intruder. In 

these cases barrier coverage fails to provide security. Barrier breach problem is 

mentioned in [14, 15] and also their solution.  

2. Deployment Techniques: As mentioned in section 1.4, barrier coverage supports 

random deployment and is indispensable. Therefore, in order to maximize the coverage 

and number of barrier paths to be formed, a good deployment technique is always 

necessary.  

3. Lifetime of Barriers: Once the sensor nodes are deployed and involve themselves in 

forming barrier paths from one end of the network to the other end, the time for which 

continuous barrier coverage will be available has to be estimated. For this, the lifetime 

estimation of barrier path is required which needs computation of processing involved 

in forming and maintaining the barrier. 

4. Lifetime of Network: The operating lifetime of network depends on the operating 

lifetime of individual nodes. In order to make the network lifetime last beyond the 

lifetime of an individual node, one of the prime requirements of barrier network is to 

operate and maintain the barriers paths formed for a long time. To exchange minimum 

data packets between nodes, energy harvesting techniques for each node can be 

implemented which can help in improving the lifetime of network 
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In this thesis, a technique that minimizes the data packets exchanged between nodes is 

proposed to enhance the overall operating lifetime of network. 

5. Identification of Isolated Nodes: During random deployment of nodes, there is a 

possibility that one or more nodes become isolated and disconnected from the network. 

Identification of such nodes and permanently switching them off greatly reduces the 

power consumption and there by increases the lifetime of network. 

In this research, a novel technique, probably for the first time is introduced which will 

identify and detect the nodes that are isolated after initial random deployment. 

 

1.7 Introduction to Hardware 
 

In this thesis, hardware for barrier coverage is designed and developed for rural applications. 

Internet of Things (IoT) protocol named as Message Queueing Telemetry Transport (MQTT) 

is used to upload sensor data to IoT cloud to enable remote monitoring. MQTT is a two-way 

communication protocol, which facilitates in implementing remote controlling feature along 

with remote monitoring. The hardware is designed, implemented and tested for the following 

cases. 

 

Case 1: When internet is present in the rural areas, then the barrier coverage can be formed to 

 

1. Provide Wi-Fi range extension from the nearest place to the rural area through barrier 

of nodes 

2. Forest Fire detection through IoT. 

 

Case 2: When internet is not present 

 

1. Forest Fire detection thorugh multi-hop data transfer. 

 

In the absence of internet, forest fire detection is implemented by the use of drones fitted with 

sensors and ZigBee (Xbee) transceivers. ZigBee is a Radio-Frequency (RF) device having a 

line-of-sight range between 90 meters to 1.6km. If a high gain antenna is interfaced then the 

line-of-sight distance can be increased to 64km also. 

Therefore the focus of this research would be centered on the design and implementation of 

reliable, multifunctional, and yet power conservative network especially for rural areas. To 

achieve reliability, the network will be designed with sensors that will have nodes equipped 

with communication protocols i.e., ZigBee and Wi-Fi. Since Lifetime of any network is the 
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most important parameter, therefore this research   focuses on design of energy management 

protocols   for enhancing lifetime of the battery by minimizing the data exchange between 

sensor nodes. This research work will also emphasize on full coverage of the network by 

continuously providing k-barrier coverage where k ≥ 1. 

 

Chapter 2 gives the literature review of barrier coverage and the literature work of state-of-art 

algorithms is reviewed here. After summarizing the complete literature, work objectives are 

defined. 

 

Chapter 3 defines and explains the methodology used to achieve the objectives. The working 

of proposed MNORDA algorithm is explained in detail along with example networks. 

Identification of isolated nodes and identification of shortest paths in terms of distance and in 

terms of number of nodes is also explained. 

 

Chapter 4 gives the results of MNORDA algorithm where for different node size number of 

barrier formed are computed along with termination time, number of packets exchanged. 

Lifetime of each barrier is also calculated followed by analysis of MNORDA algorithm for 

different values of minimum non-overlap radius. 

 

Chapter 5 is for implementing the hardware for rural application. Two cases of barrier 

formation with respect to hardware is discussed. One in presence of internet and one in its 

absence. When internet is present, a Wi-Fi range extender is designed followed by 

implementing concept of Internet of Things for forest fire detection. When internet is not 

present then forest fire is detected with the help of Zig-Bee. 

 

Chapter 6 is for concluding the work of the thesis and then putting forward the scope of 

improvement in terms of future scope.  
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CHAPTER 2 - REVIEW OF LITERATURE 
 

In this chapter, literature review on barrier coverage in Wireless Sensor Networks is presented. 

After defining the main preliminaries in the area of barrier coverage like, types of coverages, 

types of barrier coverages, techniques available for achieving barrier coverage in WSN and 

group wise classification of these techniques in chapter one, here in this chapter a detailed 

review of literature is presented. 

In section 2.1 and 2.2 the techniques of barrier coverage based on centralized and distributed 

algorithms are reviewed followed by deployment based techniques in section 2.3, sensor based 

barrier coverage techniques in section 2.4 and algorithm based techniques in section 2.5.  

 

2.1 Centralized Approach 

 

In centralized approach, it is always necessary to assume that there is a central coordinating 

unit that has the ability to communicate with all the sensors in the region. Moreover, the central 

unit knows the position of all the sensors in the network. 

In [6, 8, 16], a centralized algorithm first finds barrier gaps in the network while forming the 

barrier paths, from one end of the network to the other end. Once the gaps are found, mobile 

sensors are used to cover these gaps. Du, J., et al., in article [17] have proposed a novel k-

discrete barrier coverage algorithm whose goal is cover specific points in the region. 

Identification of these discrete points is not shown and covering only specified discrete points 

does not guarantee the whole network coverage. One more centralized approach is presented 

in [18], where barrier coverage for linear domain is presented and the algorithm works for 

sensors with the same sensing range. Authors have focused on time complexity of the 

algorithms in their article. In centralized algorithm of [19], Li, S. and H. Shen have discussed 

barrier coverage problem for a 2-D plane suitable for border surveillance and here also the 

sensing range of all sensors are same. Time complexity of the prosed algorithm is also 

presented. As many algorithms available in literature are NP-hard the time complexity is an 

open question to define whether the algorithm designed is solvable in polynomial time or not. 

If an algorithm is not polynomial, solvable in time then it is an NP-hard problem.  In this thesis, 

the proposed algorithm works for both uniform and non-uniform sensing range. In [20] the 

centralized algorithm proposed assumes that after random deployment, the initial position of 

sensors is known which is not close to practical scenario. Authors have also worked on energy-

efficiency.  
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In [21] Nguyen, T.G., et al., focused on optimizing the number of barriers by proposing two 

algorithms, both being centralized. The first algorithm moves the sensors to cover the sensor 

gaps and the second algorithm forms the barrier paths. Bhattacharya, B., et al., of [22] have 

worked on proposing barrier coverage for intrusion detection on border area and have discussed 

an optimal method of moving the sensors to cover the gap created after deployment of sensors. 

The centralized approach presented [23], barrier formation for line based segment is discussed 

and authors have assumed that the destination is already known to the algorithm and also the 

radii of the sensors. Apart from barrier formation, work on minimizing the energy spent is 

shown in the article. In [24], He, S., et al., have proposed a novel curve-based deployment 

against the traditional line-based deployment for barrier coverage in WSN. Sensing model 

considered is heterogeneous where sensor range of sensors is not uniform. In centralized 

approach of [25], Dobrev, S., et al., have performed complexity analysis of barrier path 

formation using relocatable sensors. They prove that the sensor movement is NP-hard (Non-

Deterministic Polynomial time-hardness). 

In the centralized approaches discussed above, one problem is the assumption of a central node 

that has the information of all the deployed nodes that cannot be practical if the number of 

sensors are more. In addition, the performance analysis is centered towards the central node 

and therefore the performance of individual nodes is ignored. All centralized approaches have 

disadvantages such as high message overhead, single point of failure and lack of scalability. 

The work in this thesis is therefore centered towards distributed approach and sensors with 

different sensing ranges are used. 

 

2.2  Distributed Approach 

 

Distributed approach overcomes the disadvantages of centralized approach and therefore 

facilitates in providing the information of every node to every other node in the network. In 

distributed approach discussed in [26], Kong, L., et al. have worked on deploying mobile 

sensors by considering that number of sensors, are limited. Algorithm discussed in this article 

is fully distributed and based on virtual force and convex analysis. Line-based coverage, fully 

distributed algorithm is proposed in [27], where Jia, J., et al., prove that their algorithm reaches 

a stable deployment in finite time. Barrier formation is obtained by redistributing the mobile 

sensors among the stationary sensors. A distributed approach based on Integer Linear 

Programming model is used in [28] to solve the problem of k-barrier coverage with minimum 
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energy consumption. Ban, D., et al., here proves that the algorithm is an NP-hard problem and 

show how to relocate mobile sensors for barrier construction. 

Two time-efficient distributed heuristic methods namely Line K-coverage MinMov and Line 

K-coverage MinMov+ algorithms which are proposed in [29] minimizes the energy 

consumption during sensor movement. Line based 1-coverage problem is solved using these 

two distributed algorithms. Algorithm proposed in [30] coordinates the movement of sensor 

nodes to form barrier paths in the region with the available sensors. Algorithm proposed here 

tries to maximize the number of barrier paths in the region. An autonomous self-deployed 

sensors for barrier path formation is proposed in [31]. As per the assumption made in this 

algorithm, the barriers are self-formed after initial random deployment.  In distributed approach 

presented in [32], He, S., et al. propose a scheduling algorithm where mobiles sensor monitors 

each point on barrier coverage. Enhancement of barrier coverage is done by mobility of sensor 

node and arrival information of the intruder. 

Barrier coverage for monitoring dynamic movements in real time is proposed in [33] which 

can be implemented in, say for example monitoring the marching troops. Cooperate movement 

of mobile sensors is proposed to maintain barrier coverage. 

Dynamic sensor monitoring is proposed in [34] for maintaining barrier coverage when number 

of mobile sensors are sparse. The algorithm periodically monitors the barrier line with the help 

of mobile sensors. Directional Sensing strong barrier coverage algorithm with video cameras 

is proposed in [35] where the concept of virtual node for a 2-dimensional plane is introduced 

to construct a directional barrier graph. A novel push-pull-improve algorithm to improve the 

energy cost is proposed in [36]. The cost here is defined as energy consumption cost or any 

other cost associated with the sensor. Message complexity and time complexity of the proposed 

algorithm has been calculated. A fully distributed approach to enhance the energy efficiency 

in barrier coverage is proposed in [37] where the prime objective of the research is to increase 

the lifetime of barriers. In distributed approaches use of mobile sensor is dominated which 

needs additional overhead and moving cost of sensor. This although guarantees the barrier 

formation but hampers the lifetime of network.  

The MNORDA algorithm proposed in this thesis is purely a distributed algorithm where every 

node communicates only with its neighbors. The sensor nodes used are all stationary. 

The philosophy behind distributed and centralized approach is the presence and absence of 

coordinating node. In centralized approach, a coordinating capable of communicating with all 

other nodes is present whereas in distributed approach it is absent. 
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2.3   Deployment Based Approach 

 

Random deployment has always been preferred in barrier coverage for the obvious reasons 

mentioned in section 1.4. Certain special cases of random deployment available in the literature 

are 

1. Line-Based deployment 

2. Curve-based deployment 

3. Autonomous Deployment 

4. Self-Deployment 

 

2.3.1 Line-Based Deployment: Line based deployment proposed in [6, 8, 17-19, 27, 29, 38] 

follows a basic rule that all the sensors should be deployed in a line from one end of the 

network to other end say for example from an aircraft. During such a deployment, the 

distribution of sensors will mostly be non-uniform and sensors will be deployed very 

close to each other, which creates redundancy. To remove such redundancy mobile 

sensors are required. Also maximizing barrier coverage in line-based deployment is not 

possible. Extra efforts are required during the deployment process to find the shortest 

line between two ends of the network. 

2.3.2 Curve-Based Deployment: Curve based deployment in barrier coverage is considered 

as a special case of line based deployment. It was proposed for the first time by the 

authors of [24]. He, S., et al., proves that line based deployment is sub optimal and 

provides the proof that curve based deployment is better than line based. Although 

curve based deployment is better than line based but it still does not guarantee 

maximum barrier coverage in the region of interest therefore it is not considered as an 

optimal solution in providing maximum barrier coverage. 

Note: Proposed MNORDA algorithm is considered as optimal as it provides maximum 

number of barriers when compared to all other techniques discussed in the literature. 

Optimality of MNORDA is proved by forming maximum number of barriers while 

achieving maximum lifetime of each barrier. 

2.3.3 Autonomous Deployment: An efficient autonomous deployment algorithm is 

proposed by the authors in research article [39] for homogenous network, and by 

Bartolini, N., et al., of [40] for heterogeneous network. A homogenous network is one 

where the range of each sensor is same and opposite is heterogeneous network. In the 

proposed algorithm of [40], each sensor by itself will make movement decisions during 
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deployment without any need of prior knowledge conditions of operating. The 

algorithm works well when sufficient number of sensors are available for barrier 

formation and terminates in finite time. Mobibar is another algorithm for autonomous 

deployment proposed in [30]. This algorithm helps in deploying the sensor nodes 

randomly in the region of interest and helps in increasing the number of barriers formed. 

One drawback associated with these algorithms is that they do not guarantee 

maintenance of minimum distance between two nodes as proposed in MNORDA. This 

minimum distance helps in spreading the sensor nodes uniformly and evenly 

throughout the region of interest. 

2.3.4 Self - Deployment: In self-deployment technique mobile sensors are made to self-

coordinate to achieve barrier coverage. It is more commonly known as consensus 

technique where each node follows a local information. One such technique is discussed 

in letter [41]. Rout, M. and R. Roy, in [13] proposed two schemes of self-deployment 

based on binary sensing model for barrier coverage. Scheme one is virtual force where 

a sensor moves in the direction of virtual forces along the X and Y direction of 2-D 

plane. Maximum distance that a sensor can move is fixed. Scheme two is based on 

potential theory which has three phases namely i) Computation of direction of 

movement ii) Computation of distance to be covered  iii) Sensor movement.  

The philosophy behind the deployment algorithms is to deploy the sensor nodes in such a way 

that at least one barrier can be formed from one end of the network to the other end. 

 

2.4 Sensor Based Approach 

 

This section covers barrier coverage techniques that can be achieved by using Mobile Sensors 

and Directional Sensors. In mobile sensor based approach, the sensors will be moved either 

after initial random deployment or during deployment phase. An extra effort in terms of cost 

associated with energy is needed to move sensors during or after deployment. Second technique 

is by using directional sensor, where every sensor will sense and communicate only in one 

particular direction. Therefore, barrier path formation strongly depends on the directional 

sensing property because of which the number of barriers formed will always be less than an 

omnidirectional sensor. The proposed MNORDA algorithm uses an omnidirectional sensor and 

stationary sensor thus is able to achieve highest number of barriers along with longest operating 

lifetime of barriers in terms of weeks, when compared to other state of art works proposed in 

the literature.  



17 
 

2.4.1 Mobile Sensor Based Approach: In the research work presented in [42], Chang, C.-

Y., C.-Y. Hsiao, and Y.-T. Chin., have proposed formation of defense barriers for 

intrusion detection using mobile sensors. All the sensors move in a distributed manner 

at the initial phase of algorithm to form k-barriers. The proposed work aims at 

enhancing the lifetime of barrier while forming k-barrier paths. Ma, H., et al., of [43] 

proposed two heuristics, one using stationary sensor to study minimum energy cost 

problem for forming k-barrier coverage,  and forming maximum k-barrier paths using 

limited mobile sensors. Both the heuristics follow Integer Linear Programming (ILP). 

Saipulla, A., et al., of [6, 8] proposed barrier coverage technique using sensors with 

limited mobility. Draw of the proposed approach is that sensors movement is line based. 

In the work proposed in [28], sensor movement is carried for relocation work to achieve 

energy efficiency in the network and energy efficiency is devised by constructing one 

barrier coverage. The work addressed in article [44] is focused on prolonging the 

lifetime of barrier coverage by using energy-plentiful mobile sensors and energy-scarce 

stationary ground sensors. The work has proposed two algorithms that are compared 

with each other for performance evaluation. Redistribution of sensors after deployment 

is studied in [27], where Jia, J., et al., first work on finding an optimal layout for 

deployment for the given random deployment scenario. Then, line-based barrier 

coverage is achieved by redistributing the sensors. Wang, Z., et al. in [45], finds the 

errors in location after initial deployment and will move mobile sensors for barrier 

formation if and only if the network is not barrier covered. 

In the research work presented in [17], Du, J., et al., have proposed a novel k-discrete 

barrier coverage algorithm whose goal is to cover specific points in the region by using 

information of redundant sensors. In this work, mobile sensors are used to cover some 

specific points by deploying them in k lines. Identification of these discrete points is 

not shown and covering only specified discrete points does not guarantee the whole 

network coverage. In [18], Chen, D.Z., et al., have proposed algorithm to minimize 

maximum sensor movement but this algorithm works only for line based barrier 

coverage. Li, S. and H. Shen. of [19] tries to minimize the maximum sensor movement 

to save power consumption of the sensor and achieve barrier coverage in 2-D plane. 

The work proposed in [5] focused on relocating the sensor after initial random 

deployment. A novel clustering technique is proposed whose results are promising. 

Two time-efficient distributed heuristic methods namely Line K-coverage MinMov and 

Line K-coverage MinMov+ algorithms are proposed in [29] to minimize the energy 
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consumption during sensor movement but works only for Line based 1-coverage 

problem. 

2.4.2 Directional Sensor Based Approach: Han, R., L. Zhang, and W. Yang. in 

article [46] proposed Weighted Barrier Graph (WBG) approach to use camera as 

directional sensors for barrier coverage. Two scenarios have been studied, one when 

only stationary sensors are deployed, the number of mobile directional sensors required 

for k-barrier coverage and second when both stationary and mobile sensors are 

deployed, maximum number of barriers formed. Tao, D., et al., in [35] have used video 

cameras as directional sensors to form barrier coverage, where the authors find the 

appropriate orientation of directional sensors to form strong barrier coverage. Zhang, 

L., et al., in [47] and Han, R., L. et al., in [48] proposes a strong barrier coverage 

network to maximize k-barrier coverage and enhance the operating lifetime of barriers. 

In sensor-based approach, the philosophy followed is the use of mobile and directional sensors 

for barrier formation. 

 

2.5 Algorithm Based Approach  

 

In this type of approach for forming barrier coverage various algorithms have been proposed 

which might work for mobile sensors, stationary sensors and for directional sensors. The 

algorithms used by the researchers for formation of k-barriers and enhancing the lifetime of 

these barriers are listed below.  

 

1. Learning Automata 

2. Imperialist Competitive Algorithm 

3. Probabilistic Barrier Coverage 

4. Reinforced Barriers 

5. Stochastic Barrier Coverage 

6. Discrete Heuristic Method 

7. Integer Linear Programming 

 

2.5.1 Learning Automata Approach: Learning automata is a stochastic based machine 

learning approach that works on adaptive decision making to enhance performance of 

possible actions. One such technique to enhance the number of barrier paths is 

discussed in [37, 49] and applying the same technique to enhance lifetime of barrier 



19 
 

coverage by implementing sleep scheduling is discussed in [50]. Learning automata can 

also be used to monitor the coverage provided in wireless sensor network as discussed 

in [51]. Maximizing the lifetime of target coverage is also possible by learning automata 

approach as shown in [52]. This technique has also been used in deployment technique 

to improve k-barrier coverage in WSN as discussed in [53].   

2.5.2 Imperialist Competitive Algorithm: Imperialist Competitive Algorithm is considered 

as a special counter part of Genetic Algorithm and therefore is very much suitable for 

barrier coverage applications. Genetic Algorithm is based on biological evolution and 

Imperialist algorithm is based on human evolution and needs a mathematical model and 

computer simulation. Mostafaei, H., et al., in [54] have shown how to use imperialist 

algorithm not only to implement barrier coverage but also to enhance the number of 

barriers formed. Simulation results obtained by the authors are promising.  

2.5.3 Probabilistic Barrier Coverage: In this type of technique, detection probability is 

calculated which gives the information for intrusion detection through barrier 

formation. One such technique is proposed in [55], where minimum weight barrier 

algorithm is designed to solve the problem of barrier coverage scheduling which is 

otherwise a NP-hard problem. A protocol to provide global barrier coverage is also 

proposed. A k-barrier coverage protocol to enhance the energy efficiency along with 

maintaining the coverage is shown in [56]. Sheu, J.-P. and H.-F. Lin. here define a 

confidence probability, which is the minimum probability of providing the coverage 

with at least k-sensors. 

2.5.4 Reinforced Barriers: Reinforced barriers are new type of barriers as mentioned in 

[57]. In this work, Kim, H., J.A. Cobb, and J. Ben‐Othman, first define that an intruder 

can take any arbitrary movement in the network and therefore the traditional barrier 

coverage cannot detect it. To detect the movement variation of intruder, reinforced 

barriers are created and inserted in the network which detects the arbitrary movements 

the intruder can take to cross the network. Authors of this article also propose four 

different approaches to construct reinforced barrier for the given layout of sensor and 

then compare their relative performance. 

2.5.5 Stochastic Barrier Coverage: Stochastic barrier formation is related to study of having 

a random probability distribution to be analyzed statistically. A statistical analysis is 

applied to patterns where precise prediction is not possible. Mostafaei, H., in [37] 

proposed stochastic based barrier coverage by using distributed learning automata. The 

prime objective of the study was to enhance the energy efficiency of the barrier 



20 
 

network. Simulation results of the work show that the proposed algorithm outperforms 

the optimal method. 

2.5.6 Discrete Heuristic Method: This type of heuristic method was first proposed in [7] 

where dynamic coverage algorithm based on Discrete Heuristic Method is proposed. In 

this technique, first, a set of fixed sensors will be deployed along the line and then 

mobile inspection sensors are made to walk to detect any barrier gaps. This proposed 

algorithm was especially for monitoring network coverage in transmission line of smart 

grids. 

2.5.7 Integer Linear Programming: In linear programing technique, objective is find 

solutions to problems using linear functions, say for example a line. Integer linear 

programming is one where all the variables are strictly integers. When all the variables 

are, binary i.e., 0 or 1 then it is called as 0-1 Integer Linear Programming or Binary 

Integer Linear Programming. One such 0-1 Integer Linear Programming is used in [58] 

where authors use the technique to achieve k-barrier coverage in WSN. Authors claim 

they are first to find a limit on number of sensors required to form barrier coverage. In 

the article [43] the problem of maximizing and solving k-barrier coverage is studied 

and solved as Integer Linear Programming. Ban, D., et al., in article [28] use linear 

programming to construct k-barriers with minimum energy consumption. 

 

Table 2.1 Comparison of algorithm based approaches 

S. No Algorithm Advantages Disadvantages 

1 Learning 

Automata 

Technique can be used to 

enhance number of barriers as 

well as lifetime of barrier 

coverage 

In literature the technique is 

used for target coverage and  

2 Imperialist 

Competitive  

Technique can be used to 

enhance number of barriers as 

well as lifetime of barrier 

coverage 

The algorithm is a counter part 

of very old genetic algorithm 

and the advancements of it is 

missing in literature.  

3 Probabilistic 

Barrier 

This technique is used for 

solving NP-hard barrier 

coverage scheduling problem 

Used for intrusion detection 

only. 

4 Reinforced Barrier Any arbitrary path taken by the 

intruder can be detected by 

creating reinforced barriers  

Used for intrusion detection 

only 

5 Stochastic Barrier Distributed learning automata 

technique forms stochastic 

barrier coverage  

Precision prediction is not 

possible 
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6 Discrete Heuristic Discrete heuristic method solves 

the problem of dynamic 

coverage 

Mobile sensors are mode to 

walk to detect barrier gaps 

which needs high energy 

efficiency 

7 Integer Linear 

Programming(ILP) 

Using ILP a limit on number of 

sensors required can be found 

ILP a NP-Hard problem 

 

The algorithm-based approaches follow a philosophy that the proposed techniques can be used 

for mobile sensors, directional sensors or sensors that are not movable. The idea is to propose 

technique in-terms of algorithms that are suitable for barrier formation in any of the above-

mentioned case. 

After putting forward the detailed review of all the required topics of barrier coverage, viz., 

deployment schemes, techniques of barrier coverage, algorithms to maximize k-barrier 

coverage, enhancing the lifetime of barriers, a very brief review of other techniques available 

in the literature which may be useful for barrier coverage is presented. The techniques are 

1. Ant Colony Optimization: Ant Colony Optimization (ACO) discussed in article [59] 

is a probabilistic optimization technique based on graph theory. As ants and bees belong 

to colonies which are self-organized, authors of this article use ACO for node 

deployment technique which is suitable in formation of barrier coverage. 

2. Artificial Fish Swarm: It is another self-organized system which is decentralized and 

is used in [60] for coverage optimization. 2. Artificial Fish Swarm technique is based 

on swarm intelligence and ant colony is an example of swarm intelligence. 

3. Hybrid Particle Swarm Optimization: 3. Hybrid Particle Swarm Optimization is a 

technique, which is more suitable to be used with mobile sensors as in this each 

movement of sensor, is influenced by local information. This information helps sensors 

to find a best possible position in order to form barrier coverage. Maleki, I., et al., in 

article [61] have used hybrid particle swarm optimization for solving the coverage 

problem.  

 

2.6 Summary of Literature Review 

 

In this section, a brief comparison of research works, which are very close to the work presented 

in the thesis, is summarized. The result of the proposed algorithm is compared with the state-

of-art works as briefed below. 

1. Distributed Deployment Algorithm for Barrier Coverage (DDABC) given in [5] 

proposed a novel clustering technique where sensor nodes are assigned evenly to each 

cluster. The work proposed here is a pre-deployment process that requires sensor 

movement after initial random deployment. The main goal of the work is to relocate 
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the sensor from its initial position into the clusters with minimum relocation cost and 

with an aim to maximize sensor barriers. DDABC consists of five phases starting from 

cluster formation phase, packet exchange phase, cluster and cell adjustment phase and 

finally the sensor-moving phase. 

2. A Centralized Barrier Coverage Algorithm based on Distributed Learning Automata 

(CBCDLA), is proposed in [49] which works on adjusting the orientation of directional 

sensors, such as cameras, in an non-overlapping form to form a strong barrier coverage. 

The distributed version of the algorithm is also presented. The results of centralized 

version of the algorithm are promising as they outperform the previously proposed 

algorithms. The algorithm proposed here assumes that nodes are already deployed 

randomly in the entire network and therefore works only on maximising the number of 

barriers formed. 

3. An autonomous self-deployment algorithm named as MobiBar, with stationary and 

mobile sensors is presented in [30]. In this algorithm, coordination among stationary 

and mobile sensor is used to achieve self-deployment of sensors nodes to achieve 

maximum barrier coverage in the network. Authors of this article have also proposed 

MobiBar algorithm terminates in finite time. MobiBar has the ability to self-configure 

and self-heal in cases of sensor failures. 

4. Imperialist Coverage Algorithm for Barrier Coverage (ICABC) proposed in [54] uses 

sensor node for monitoring the barrier coverage. The main objective of the algorithm 

is to enhance the operating lifetime of overall network. Therefore the algorithm 

proposed in this article assumes that the nodes are already deployed and barrier are 

already existing. The authors here have assumed that one barrier will last for one week, 

therefore lifetime of network will be number of barriers multiplied by number of weeks. 

Overall time complexity of imperialist algorithm is also presented. 

5. Ban, D., et al., in article [28] have proposed Approximate to Horizontal and Vertical 

Grid Barrier (AHVGB) in which emphasis was given to construct harizontal and 

vertical grid barriers independently. In this algorithm gaps exists between two 

horizontal barriers therefore additional mobile sensors are required to cover these gaps. 

The network here is first divided into sub-regions and barriers constructed in each sub-

region are all local barriers without any communication with other sub-regions. At first 

the authors present an energy efficient 1-barrier coverage algorithm and the extend it 

and present a divide and conquer algorithm for acheiving energy efficient k-barrier 

coverage. 
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6. Maximizing the barrier coverage using directional sensor network is shown in [48] 

where effifcinet algorithm using two-round maximum-flow algorithm (TMFA) is 

presente. The directional sensors used are rotatable with non uniform lifetimes. As per 

the authors of this article sensors in practical scenario has been considered where 

lifetime of each sesnor is different. TMFA algorithm finds the maximum barrier number 

while maximizing their operating lifetime.  

7. Acheiving barrier coverage using line-based sensor deployment has been studied in [6] 

where sensors are deployed in a line through an aircraft. The algorithm proposed by the 

authors first will deploy sensors in aline and then will find the coverage gaps so that 

mobile sensors can be moved to cover these gaps to improve barrier coverage. While 

forming barriers, the algorithm tries to balance the energy consumption among the 

mobile sensors. The coverage provided by the algorithm follows a straight line from 

one end of the network to the other end and therefore cannot guarantee full coverage of 

the network. The proposed algorithm has been named as Mini-max (Minimax) 

algorithm for ease of referencing. 

8. Mobile sensor to form barrier coverage automatically has been used in [26] where 

Kong, L., et al. propose a virutal-force based algorithm (VF). The main objective of the 

algorithm is use limited number of available mobile sensor to form barrier coverage 

with highest detection prabability. The proposed algorithm works on cooperative 

scheme to relocate the mobile senors from their initial random positions so as to 

uniformly deploy the sensors througout the network. The work proposed in this article 

has focused on deployment scheme to form barrier coverage in the network with mobile 

sensors. 

9. Disjoint-Path (Dpath) algorithm proposed in [47] works on froming a coverage graph 

for directional sensors to model barrier coverage. Both centralized and distributed 

algorithms are presented to solve the problem of barrier coverage using interger linear 

programming. Authors of this article focused on maximising the number of barrier in 

the network and the simulation results shown are promising. The simulation results 

obtained proves that Dpath algorith provide close-to-optimal solution to barrier 

coverage problem. 

Table 2.2 gives the summary of literature review concisely. 
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Table 2.2: Summary of Literature Review 

Ref. Author Year Issue Addressed Technique used Result Compared 

[5] Nguyen et. 

Al. 
2018 Distributed 

Deployment for 

barrier coverage 

Mobile Sensors Number of barriers 

formed 

[6] Saipulla et. 

Al. 

2010 Maximizing number 

of barrier paths, 

lifetime and 

reducing 

convergence time  

Line based 

sensor 

deployment 

Energy Consumed and 

Termination Time 

[26] Kong L et. 

Al. 
2009 Reducing 

convergence time 
Mobile Sensors Energy Consumed and 

Termination Time 

[28] Ban D et. 

Al. 
2010 Maximizing 

lifetime of barrier 

paths 

Mobile Sensors Number of barriers 

formed, Energy 

Consumed and 

Termination Time 

[30] Silvestri et. 

Al. 
2017 Maximizing number 

of barrier paths, 

lifetime and 

reducing 

convergence time  

Mobile Sensors Number of barriers 

formed, Energy 

Consumed and 

Termination Time 

[47] Zhang et. 

Al. 

2009 Strong Barrier 

Coverage 

Directional 

Sensing 

Lifetime of Barriers 

[48] Han et. Al. 2016 Maximizing number 

of barrier paths 

Directional 

Sensing 

Lifetime of Barriers 

[49] Khanjary 

et. Al. 
2018 Maximizing number 

of barrier paths 

formed 

Learning 

Automata 
Number of barriers 

formed 

[54] Mostafaei 

et. Al. 

2017 Maximizing 

lifetime of barrier 

paths 

Imperialist 

algorithm 

Lifetime of Barriers 

 

2.7 Conclusion of Literature Review 
 

In this section the gaps associated with the works discussed in the literature is put forward. The 

techniques discussed in literature are all post-deployment techniques, which needs additional 

amount of work after deployment to form barrier coverage. This additional work may be in the 

form of utilizing mobile sensors, using directional sensing property of sensors with cameras, 

etc.  
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In line-based deployment techniques, sensor nodes are deployed only in a line and there is no 

guarantee whether all the sensors are really deployed in a line or not, as it is a random 

deployment, say from an aircraft. Also only limited number of sensors can be deployed in a 

line. One more problem is that there is every chance that nodes are deployed very close to each 

other which will result in sensor redundancy. 

Utilizing mobile sensor will put an extra effort for moving the sensor to the desired location. 

The extra effort will be in terms of energy cost, extra data packet cost and movement cost. In 

addition, to move a mobile sensor first the barrier gap has to be identified and after which the 

mobile sensor has to be moved exactly to the same place where barrier gap is present, a task 

which is never 100% assured. 

Directional sensing property of sensor needs cameras and special antennas which can sense the 

information in the particular direction. Barriers formed with directional sensing will always be 

less in number for the given number of sensors. In addition, to operate the sensors with 

directional property extra power source is required, which will directly hamper the operating 

lifetime of overall network. 

Learning Automata and Imperialist Algorithm although looks very promising, testing of these 

algorithms in real time, except simulation, has never been reported. 

 

2.8 Objectives 

 

Based on the literature review, its summary and conclusion, the objectives of this research work 

are 

 

1. To distribute nodes evenly throughout the region of interest for random deployment 

during pre-deployment phase. 

2. To construct k-barriers paths for multi-hop data transfer from source to sink (k ≥ 1) 

3. To enhance operating lifetime of barrier paths. 

4. To provide information of every node to every other node in the network by forming 

adjacency matrix of the network. 

5.  To identify isolated nodes after initial random deployment. 

6. To identify shortest path in terms of number of nodes and distance. 
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CHAPTER 3 - METHODOLOGY AND ALGORITHM 

DESCRIPTION 

 

This chapter explains the methodology adopted for achieving the objectives along with the 

description of algorithm. The proposed, novel Minimum Non-Overlap Radius Deployment 

Algorithm (MNORDA) is explained in detail in this chapter.  

 

3.1 Methodology 

 

To achieve the objectives defined, the methodology followed is  

 

1. To achieve a uniform deployment of nodes throughout the region of network with 

certain predefined constraints. 

2. To form k-barriers, two virtual nodes, named as source node s and sink node t is 

deployed on the left boundary and right boundary of the network respectively. Then 

starting from source node s traversing to sink t is implemented through the intermediate 

nodes in the network. 

3. To enhance the operating lifetime of network, lifetime of barrier paths are enhanced 

which will prolong the overall operating lifetime of the network. For this a novel 

techniques is implemented where a node will share data packets consisting information 

of network, with neighboring nodes if and only if, the neighbor node did not receive 

the information, say from some other neighbor. This will help in avoiding duplicate 

data packets, which will anyhow be discarded by the nodes. As a result, there will only 

be data packets in the network without any overhead or duplicate packets, thereby 

increasing the lifetime of network. 

4. To generate adjacency matrix, every node will first generate its own row which will 

have information of its neighbors. Then with the help of step 3 defined above adjacency 

matrix will be generated. 

5. In the adjacency matrix if any row and its column has all 0 entries then the 

corresponding node will be treated as an isolated node. The adjacency matrix of an 

isolated node will have all 0’s. 

6. Shortest path is identified in terms of distance as well as in terms of number of hops, 

which is number of nodes for a k-barrier path from source to sink node. Shortest path 
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in terms of distance is calculated based on the difference between coordinates of 

successive nodes in that path. 

 

3.2 Functions in MNORDA algorithm 

 

In this section, a detailed, explanation functions which are called during the different phases of 

the proposed MNORDA algorithm is illustrated. 

 

3.2.1 Function inRange: This function is executed to find the nodes that are in range for 

which following steps are required. 

 

1. Consider the node set S = {s1, s2,……… sn } as N nodes with range R deployed 

in area with Length L and width W. The proposed algorithm works for both 

rectangular area (when L ≠ W) and for square area (when L = W).  

2. Consider edge set P =  {P1, P2,……… Pn } as the set of barrier paths that can 

be formed between nodes if their range overlaps. 

3. Consider two virtual nodes ŝ and t at the left and right boundaries respectively 

of area under consideration. Node ŝ is called as source node with a range Rs 

whose value is at least five times than the range of individual nodes. Node t is 

sink node with range Rt equal to that of source node. Sink node can also be 

termed as destination node. Range of source node and sink node are kept high 

so that they can communicate with maximum number of nodes on the left and 

right boundaries of the network. 

 

The inRange function checks whether two nodes are in range by checking the difference 

between their coordinates and then comparing it with the range R. Consider Eq. 3.1 and 3.2 

given below: 

 

𝑎𝑏𝑠(𝑆𝑚. 𝑥 − 𝑆𝑛. 𝑥)  ≥ 𝑆𝑚. range    ∀  V 

           or                                                                …(3.1) 

𝑎𝑏𝑠(𝑆𝑚. 𝑥 − 𝑆𝑛. 𝑥)  ≥ 𝑆𝑛. range     ∀  V   

 

𝑎𝑏𝑠(𝑆𝑚. 𝑦 − 𝑆𝑛. 𝑦)  ≥ 𝑆𝑚. range    ∀  V 

           or                                                                …(3.2) 

𝑎𝑏𝑠(𝑆𝑚. 𝑦 − 𝑆𝑛. 𝑦)  ≥ 𝑆𝑛 . range     ∀  V   
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Where 𝑥 and 𝑦 are the coordinates of node 𝑆𝑚 and 𝑆𝑛.  

              𝑆𝑚, 𝑆𝑛 are nodes from node set. 

              𝑆𝑚. range, 𝑆𝑛. range are range of node m and n respectively 

              V is total number of nodes in the network. 

 

Note 1: In Eq. 3.1 and 3.2 range of both the nodes,  𝑆𝑚 and 𝑆𝑛 is considered to prove that this 

algorithm works for network with homogenous nodes and network with heterogeneous nodes. 

Note 2: Absolute value of the difference in coordinates is considered to prove that in this 

algorithm all the nodes are having Omni-Directional communication. 

 

3.2.2 Function sendHello: Function inRange returns a true value if the nodes are in range 

and false otherwise. If a true value is returned for two nodes 𝑆𝑚 and 𝑆𝑛, then this function 

will send a hello packet from node𝑆𝑚 to node 𝑆𝑛. If a response to this hello packet is received 

by node 𝑆𝑚 then it means that nodes 𝑆𝑚 and 𝑆𝑛 are in range. Accordingly the node 𝑆𝑚 will update 

its list of neighbors.  

 

3.2.3 Function Graphics: This function helps in setting the graphics for simulation 

environment. There are multiple parameters used in the simulation environment where 

the algorithm is implemented. Definitions of such parameters is given below 

 

1. Dia: Diameter of the circles, which represent range of nodes in the simulation. 

2. Sdia: Diameter of the source and sink nodes as their range is larger than normal 

nodes. 

3. Xoffset: Variable to set offset for x coordinates so that the nodes aren’t drawn too 

close to the edges of the region (in the simulation environment, the screen used to 

display graphics is considered as region). 

4. Yoffset: Variable to set offset for y coordinates so that the nodes aren’t drawn too 

close to the edges of the screen. 

5. Xmax: maximum x coordinate of the region equivalent to Length L. 

6. Ymax: maximum y coordinate of the region equivalent to Width W. 

7. In figure 3.1 (a) and (b) Sdia is far greater than range value. 

8. Node Id: Numeric Id of each node which is inserted in the middle of node circle. 

The size of node id is dynamic and can be increased or decreased depending on 

requirements of graphics to be displayed in the result output. 
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9. Pathtype: Can be 0 or 1 for edge-disjoint and node-disjoint paths respectively in 

the simulation. 

 

 

      

 

 

 

(a)                                                                           (b) 

Figure 3.1 Nodes with their range circles 

Figure 3.1 (a) represents a sensor node randomly deployed in the network. The inner 

circle represents the node and the numeric digit inside the circle is the node is. The outer 

circle is the range of that node.  

Figure 3.1 (b) represents the virtual node with a green inner circle. Node ids of virtual 

source and sink nodes are always kept as 0 and 1 respectively. The range of virtual 

nodes is very high when compared to normal node for the obvious reason as mentioned 

in section 3.2.1. 

 

3.2.4 Function Layers: The proposed MNORDA algorithm is very versatile and offers the 

implementation of various functionalities layer wise in the graphics of simulation. For 

example,  

1. Node_layer: This layer is to enable or disable drawing of the individual nodes 

on the screen. 

2. Mesh_layer: Mesh layer is to enable or disable drawing of paths between nodes 

within range. 

3. Path_layer: Path layer is to enable of disable drawing of paths between source 

and sink nodes. 

4. Range_layer: This layer is to enable or disable drawing of range circles around 

nodes. 

5. Lable_layer: This layer is to enable or disable drawing of node ID labels inside 

nodes. 

6. Adjacency Matrix_layer: This layer is to draw the adjacency matrices of nodes 

in the simulation graphics. For this, the number of nodes should be less, 

probably less than 15, if a 15 inch laptop screen is used for the simulation. As 

Range 



30 
 

the number of nodes increases the graphics goes out of the screen, as each 

adjacency matrix will of order VxV, Where V is number of nodes. As there is, a 

minimum radius to be maintained between two nodes, as number of nodes 

increases the algorithm may not be able to deploy the nodes within the screen 

size and therefore will cease to run. 

 

3.2.5 Function Node Parameters: This function provides the node ids to the node which is 

represented inside the node circle as shown in figure 3.1 (a) and (b). Also this function 

provides the node range and other important parameters as shown below 

1. Vnodedistx: This parameter is to set the offset of virtual nodes from other nodes 

in the network. Virtual nodes are placed outside and away from the main 

network of nodes. 

2. Vnoderange: This parameter sets the range of virtual nodes. Virtual nodes have 

increased range so that they can communicate with multiple nodes on the edge 

of the scattering environment. 

3. No-overlap: This is a very important parameter of the algorithm and it is used 

to enable or disable scattering of nodes too close to one another. If enable then 

no two nodes will be deployed very close to each other. 

4. Overlapradius: If No-overlap is set to true, this parameter defines the minimum 

deployment distance between the nodes 

5. Scattering: To enable or disable random scattering of nodes on the simulation 

arena. For random deployment, scattering parameter should be enabled and for 

sequential deployment it should be disabled. 

6. Label Nodes: This parameter provides unique ids to each node. The node ids 

will start from 2 as 0 and 1 id is given source and sink node respectively. 

 

3.3 Algorithm Description 

 

In the proposed Minimum Non-Overlap Radius Algorithm (MNORDA), there are eight 

different phases. Each phase can be considered as one algorithm. The eight phases of 

MNORDA algorithm are 

 

1. Node Position Set 

2. Find Neighbor Algorithm 
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3. Tell-Neighbor Algorithm 

4. Generate Adjacency Matrix 

5. Implement Symmetricity in adjacency matrix 

6. Construct Barrier Paths 

7. Identify isolated nodes in the network 

8. Identify Shortest Paths in terms of distance and number of nodes 

 

3.4 Node Position Set 

 

In random deployment of nodes, the coordinates that each node takes are also be random. In 

this random deployment there certain problems which needs to be addressed, which are 

 
1. A possibility that a node may be deployed outside the network or region of interest. 

2. A possibility that a node may be deployed on the edge of the network or region of 

interest. 

3. A possibility that a node may be deployed close to the edge of the network or region 

of interest. 

4. Two nodes may take the same coordinates or may be deployed very close to each other 

 

To avoid these problems certain constraints are implemented in the algorithms which are very 

useful in increasing the number of barriers formed. In the next section, first the constraints are 

defined and then a proof is given that if the constraints are not followed then there are coverage 

gaps or coverage holes in the network and also certain nodes gets deployed outside the region 

plus there are significant number of isolated nodes. By implementing the constraints, it will be 

proved that the coverage of the network is increased by removing the coverages holes created 

and there is significant reduction in number of isolated nodes. 

The constraints implemented are defined as follows 

1. Constraint 1: The distance between coordinates of two nodes should be greater than 

or equal to minimum non-overlap radius (OR). OR can be considered as minimum 

distance to be maintained between two nodes. This constraint will guarantee that no 

two will take the same coordinates and at the same time will not deployed close to 

each other. 

 

∑
2 2

1 1( ) ( )i i i ij j i i     ≥𝑉
𝑛=0 𝑂𝑅     ∀   𝑛                   … (3.3)                     
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Where: 

OR – Minimum non-overlap Radius. 

 V  – is the number of nodes. 

 i, j  – are the coordinates of current node.  

i+1, j+1  – are the coordinates of neighbor node  

 

As per Eq. 3.3, every node will be assigned coordinates whose difference from its neighboring 

node coordinate should be at least greater than or equal to Minimum-Overlap Radius OR. 

 

1. Constraint 2: Nodes should not be deployed close to the edges, on the edges and 

beyond the edge of the region of interest. 

 

  

                                                                                                                                         … (3.4) 

 

 

                                                                                                                                         … (3.5) 

Where: 

Xoffset - maximum allowed distance (in terms of pixels on simulation screen) from the edge of 

region in horizontal direction. 

Yoffset - maximum allowed distance (in terms of pixels on simulation screen) from the edge of 

region in vertical direction. 

Xmax - Length of the region L. 

Ymax - Width of the region W. 

 

As per Eq. 3.4 and 3.5, no node will be deployed close to the edge of the region or on the 

region; similarly no node will be deployed beyond the region of interest. All the nodes will lie 

well within the limits of the network. 

 

Example 1: To prove the effectiveness of the constraints defines, consider a practical network 

with 20 nodes, with node ids 0 and 1 given to source and sink nodes respectively and node ids 

2 to 19 given to all other nodes. 

𝑖 <  𝑋𝑜𝑓𝑓𝑠𝑒𝑡

𝑗 < 𝑌𝑜𝑓𝑓𝑠𝑒𝑡
}    ∀  𝑉 

𝑖 < 𝑋𝑚𝑎𝑥 
𝑗 < 𝑌𝑚𝑎𝑥 

}    ∀  𝑉 
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Figure 3.2 represents the random deployment of 20 nodes without implementing the constraint 

1 and constraint 2. The minimum-overlap radius is zero and length of the network Xmax = 75, 

width of the network Ymax = 45, the offset values Xoffset and Yoffset are equal to ‘1’.  

 

 

 

Figure 3.2. Network with OR = 0, V  = 20,  Xmax = 75, Ymax = 45, Xoffset=1, Yoffset = 1 

 

 

  

 

 

Figure 3.3 Network with OR = 5, Xoffset=25, Yoffset = 15 

 

From the figure 3.2, following observations were made 

Coverage Gaps 

X
max

 

Y
offset

 

X
offset

 

X
max
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1. In the figure that only 16 nodes are clearly visible, as they deployed within the region.  

2. Source node 0 has taken coordinates, which are outside the limits of the network.  

3. More than one set of nodes are deployed very close to each other, for example consider 

node 9 and node 18, node 10 and node 13, node 4 and node 11, node 6 and node 14, 

node 3 and node 12.  

4. Without the constraints there exists more than coverage gaps, also referred as coverage 

holes in the network. 

5. There are three isolated nodes, highlighted in red. The process of identifying isolated 

nodes is explained later in this chapter. 

6. Node 3, 12 and 17 are deployed very close the source node 0. 

 

Note: Traditional methods follow a rule that if range circles of two nodes overlap then they are 

neighbors, which is not practically possible. Therefore, in this algorithm, an isolated node is 

one which is not in the range of antenna of other node.  

 

Redrawing the figure 3.2 with constraints: By applying constraints with OR = 5, Xoffset=15, 

Yoffset = 25, rest all parameters unchanged, following improvements are observed 

 

1. All 20 nodes are visible in the region and no node is deployed beyond the limits of the 

region. 

2. Source node and sink node both are deployed within the region of interest. 

3. No two nodes are close to each other, all the nodes are evenly deployed throughout 

the network 

4. Coverage gaps are removed and the deployed nodes provides complete coverage. 

5. Isolated nodes are reduced from 3 to 1. 

6. No node is deployed close to source node and sink node. 

 

It is clear from figure 3.2 and 3.3 that applying the constraint gaurantees even random 

deployment of nodes so that no node is lost by getting depoyed beyong the region. The 

coverage is increased as there are no coverage gaps. The isolated nodes are also reduced which 

is again facilitating the enhanced coverage. 

 

Note: Node position set is the novel technique which is implemented for the first time. No other 

work in the literature has ever reported such steps to be followed before deployment. Therefore 
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this is the proof for the claim made in section 2.9 that MNORDA is a pre-deployment 

technique. 

 

3.5 Find Neighbor Algorithm 

 

Once the node position set is excuted, next step is to find neighbours in the network. For this 

the steps follwoed by each node are  

 

1. Step1 - Call inRange : Every node tries to find a neighbour that lies within its 

communication range. To know which node is its neighbour, the current node calls the 

inRange function described in section 3.2.1. To simply the representations, re-write the 

Eq 3.1 and 3.2 in terms of distance as follows: 

 

d(Sm,Sn) = (abs(Sm.x– Sn.x)  ≤  Sn.range && abs(Sm.x– Sn.x) ≤  Sm.range)                      …..(3.6) 

 

d(Sm,Sn) = (abs(Sm.y– Sn.y) ≤ Sn.range && abs(Sm.y– Sn.y)  ≤  Sm.range)                       …..(3.7) 

 

Note: x and y coordinates of current node Sm and neighbor node Sn are compared with the range 

of both the nodes to prove that this algorithm is suitable for both homogenous nodes, where 

range of all nodes is same and for heterogenous networks where each node will have a different 

range. 

 

2. Step 2 - Send Hello Packet: Once the inRange function is executed, next step to be 

followed is to find neighbors by calling the sendHello function. If the inRange function 

returns a true value for d(Sm,Sn) given in Eq. 3.6 and 3.7, then a hello packet is sent 

from node Sm  node Sn as given in Eq. 3.8 

 

                 … (3.8) 

 

Eq. 3.8 holds true for source node and sink nodes also. Therefore re-writing the Eq. 3.8 and 

given in Eq. 3.9 and 3.10. 

  

 

                                                                                                                                          …(3.9) 

 

 

{ 
 1       𝑑(𝑠𝑚,  𝑠𝑛) ≤ 𝑅
𝑁𝑢𝑙𝑙     𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 hello = 

{ 
 1       𝑑(𝑠𝑙,  ŝ) ≤ 𝑅𝑠

𝑁𝑢𝑙𝑙     𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 hello = 

{ 
 1       𝑑(𝑡,  𝑠𝑟) ≤ 𝑅𝑡

𝑁𝑢𝑙𝑙     𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 hello = 
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                         …(3.10)                            

 

Where: 

 ŝ – Source Node with range Rs >> R 

t – Sink Node with range Rt = Rs 

Sl − set sensors that exists on left boundary of the area  

𝑠𝑟 − set of sensors that exists on right boundary of the area. 

𝑑(ŝ , Sl )  -  Distance between node ŝ and set of nodes on left boundary  

𝑑(𝑠𝑚,  𝑠𝑛) - Distance between node Sm  and node Sn 

𝑑(𝑡, Sr ) -  Distance between node t and nodes on right boundary. 

 

3. Step 3 - Generate Own Row: The next step of find neighbour algorithm is to generate 

own row. Every node in the network maintians a row, elements of which corresponds 

to neighbours that are in range of current node. The number of entries in the row should 

be equal to number of nodes in the network. To generate a row, every node has to first 

call inRange function and then send a hello packet to its neighbours. If a node responds 

to the hello packet then that node will become neighbour of current node and a ‘1’ will 

be entered in the row of current node at a place which corresponds to node id of 

neighbour. Consider the Eq. 3.11 given below 

 

  

    …(3.11) 

α = 0 to V
 

 

Where: 

Rα – Row of current node 

𝑥𝑎𝑏- Elements of Row of current node 

 

Elements of row will be ‘1’ for the nodes which are in range of current node and ‘0’ for all 

other nodes. 

Note: For a element of row to be 1, two conditions are checked, one is the distance between 

two nodes should be less than their range, and the node should not be itself. The second avoids 

redundant packets in the network as a node will never send a packet to itself. 

 ∑ ∑ 𝑥𝑎𝑏 

𝑉

𝑏=0

𝑉

𝑎=0

= {
1,   𝑎 ≠ 𝑏  ∀ 𝑑(𝑠𝑚,  𝑠𝑛) ≤ 𝑅 
0,   𝑎 = 𝑏   

    R
α
   = 
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Example 2: To explain the practicality of find neighbour algorithm consider a network with 8 

nodes as given in figure 3.4. After applying the find neighbour algorithm to the given figure, 

the row generated for a node as per Eq. 3.11, say for node 3 will be as follows: 

 

 

 

As per figure 3.4, node 3 is in the range of node 2, node 4 and node 6. Therefore, in the row of 

node 3, a ‘1’ is entered in place number 2, 4 and 6 and remaining elements are all 0’s. In the 

same way, every other generates its own row, elements of which indicate the nodes that are in 

its direct range.  

 

4. Step 4 - Share Row: After generating own row, every node shares its row with the 

immediate neighbours. Before sharing, to optimize the data packets and to avoid any 

extra overhead packets in the network, two checks are performed which are 

Check 1: Sm.hello[nodeid][i] == 1, this check is to ensure that the node with which 

current node shares its information is its neighbour. 

Check 2: nodeid != nodearray[i].nodeid, this check ensures that the node under 

consideration is not the node itself.  

 

 

 

Figure 3.4 Example network with 10 nodes. 

R
3
 = [𝟎 𝟎 𝟏 𝟎 𝟏 𝟎 𝟏 𝟎 𝟎 𝟎] 
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3.6 Tell-Neighbor Algorithm  

 

In tell-neighbour algorithm, the information available with a node is shared with its neighbours. 

To implement this step spin function is called. The detailed explanation of execution of spin 

function is given below: 

 

1. Spin function is called by every node after executing find neighbour algorithm. 

2. Spin function shares the information of neighbors with neighbours, there by helping in 

spreading the information through out the network. 

3. Spin function shares the rows among neighbouring nodes for generating adjacency 

matrix.  

4. It is an recursive function, and is called again and again by every node until a node gets 

information of every other node in its adjacency matrix. 

5. Order of adjacency matrix should be VxV. 

6. Spin function is called by a node and executed untill the order of its adjacency matrix 

is VxV. 

7. To optimize the data packets in the network, spin function of this algorithm implements 

a one-way traffic where as the traditional method needs a two-way traffic. 

8. For example, consider figure 3.4, in this node 2 and node 3 are direct neighbours and 

therefore will exhange the information of their rows with each other. 

9. Node 6 in figure 3.4 is not in range of node 2, the row available with node 6 can be 

shared with node 2 through node 3, node 8 or node 9 as node 6 is in direct rane of these 

three nodes. 

10. The traditional method followed is that node 2 send a request packet to node 3 for 

sharing information of node 6. Then node 3 will send a reply to this request along with 

row information of node 6. This will create a two-way traffic in the network, one the 

request packet and second the reply packet. 

11. As node 6 information can be shared with node 2 by node 3, node 8 or node 9, there is 

every chance that duplicate packets will be created in the network, which will any how 

be discarded by node 2. 

12. To avoid the above mentioned problems, spin function in tell-neighbour algorithm 

implements one-way traffic by sharing the information of neighbours with neighbours, 

before they request and if and only if the neighbouring node doesn’t have it. 
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13. To implement this one-way traffic technique the following check is performed 

Check : if (Sm.Row[i] = = 1 && Sn.Row[i] = = 0): This check is to ensure that current 

node Sm has information of Row[i] and its neighboring node Sn doesn’t have the 

information of same Row[i]. 

14. Then Sn.Row[i] = Sm.Row[i], which means that Row[i] from node Sm is shared with 

node Sn and the variable Sn.rowHave++ is updated accordingly. This variable represents 

the number of nodes information the current nodes has. 

15. Spin function is called by current node Sn until the value of variable Sn.rowHave++ is 

equal to number of nodes in the network. 

 

3.7 Generate Adjacency Matrix  
 

Adjacency matrix of each node represents the information of total network. Some important 

properties of adjacency matrix are 

1. The order of adjacency matrix will be always VxV, where V is total number of nodes in 

the network.  

2. Adjacency matrix will always be a square matrix. 

3. Each row of adjacency matrix represents the information of each node, for example, row 

0 represents information of node 0 and row 1 of node 1 and so on. 

4. As a node never transmits any data packet to itself, the diagonal elements of adjacency 

matrix will have 0’s 

5. For Omni-Directional nodes, adjacency matrix will be symmetric. 

6. Once every node has the same adjacency matrix, then it means that network is converged 

and there is no need to share any more information between the nodes. 

 

Consider the example network given in figure 3.4, the adjacency matrix of each node, after the 

execution of tell-neighbor algorithm will be as given below. 

 

𝐴𝑑𝑗𝑎𝑐𝑒𝑛𝑐𝑦 𝑀𝑎𝑡𝑟𝑖𝑥 =  

[
 
 
 
 
 
 
 
 
0
0
0
0
1
1
0
1
0
0

0
0
1
1
0
0
1
0
0
1

0
1
0
1
1
0
1
1
0
0

0
1
1
0
1
0
1
1
1
1

1
0
1
1
0
1
0
1
1
0

1
0
0
0
1
0
0
0
1
0

0
1
1
1
0
0
0
0
1
1

1 0 0
0 0 1
1 0 0
1 1 1
1 1 0
0 1 0
0 1 1
0 0 0
0 0 1
0 1 0]
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Note: At the end of tell-neighbor algorithm, every node should have same adjacency matrix. If 

any node has a different adjacency matrix then it means that there either is a packet loss, 

communication error or may even be the case where a node is dead. In such cases, symmetricity 

property of adjacency matrix can be used to implement interpolation. 

 

3.8 Implementing Symmetricity in adjacency matrix 

 

As the nodes considered here are Omni-Directional, consider the following points 

 

1. If node m and node n are in range, then the row of node m will have 1 at node n’s place.  

2. As per symmetricity row of node n should have 1 at node m’s place.  

3. But in real time it may happen that packet from node m has reached node n but the 

reverse did not happen.  

4. Reason may be packet loss, signal loss, error in communication.  

5. In such cases row of node m will have 1 at node n’s place but row of node n will have 

0 at node m’s place.  

6. To avoid such ambiguity interpolation technique is implemented by taking the 

transpose of corresponding row and copying it to the corresponding column. 

Consider the adjacency matrix given below, which is the error version of adjacency matrix 

given in section 3.7. The errors are represented in red entries. 

 

𝐴𝑑𝑗𝑎𝑐𝑒𝑛𝑐𝑦 𝑀𝑎𝑡𝑟𝑖𝑥 =  

[
 
 
 
 
 
 
 
 
0
0
0
0
1
1
0
1
0
0

0
0
1
1
0
0
1
0
0
0

0
0
0
1
1
0
1
0
0
0

0
0
1
0
1
0
1
0
1
0

1
0
1
1
0
1
0
0
1
0

1
0
0
0
1
0
0
0
1
0

0
1
1
1
0
0
0
0
1
1

1 0 0
0 0 1
1 0 0
1 0 1
1 0 0
0 0 0
0 0 1
0 0 0
0 0 1
0 1 0]

 
 
 
 
 
 
 
 

 

 

 

 

As per the figure, row 2 has 0’s at 2nd and 3rd place which means that node 1 is not in range of 

node 2 and node 3. But the same is not true in row 2 and row 3 as they have 1 at node 1’s place. 

This may have happened due any one of the errors mentioned above. Same ambiguity can be 

seen in row 7, row 8 and row 9. To remove such error, interpolation is applied by taking 
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symmetry of the corresponding columns and pasting them in the corresponding rows. After 

interpolation, the same matrix is redrawn below. 

 

𝐴𝑑𝑗𝑎𝑐𝑒𝑛𝑐𝑦 𝑀𝑎𝑡𝑟𝑖𝑥 =  

[
 
 
 
 
 
 
 
 
0
0
0
0
1
1
0
1
0
0

0
0
1
1
0
0
1
0
0
1

0
1
0
1
1
0
1
1
0
0

0
1
1
0
1
0
1
1
1
1

1
0
1
1
0
1
0
1
1
0

1
0
0
0
1
0
0
0
1
0

0
1
1
1
0
0
0
0
1
1

1 0 0
0 0 1
1 0 0
1 1 1
1 1 0
0 1 0
0 1 1
0 0 0
0 0 1
0 1 0]

 
 
 
 
 
 
 
 

 

 

 

3.9 Construct Barrier Paths 

 

To construct k-barrier paths in the network, the communication range of successive nodes 

should overlap from one end of the network to the other end.  

1. Requirement of k-barrier coverage is have at-least 1-barrier coverage in the region of 

interest, i.e., minimum value of k should be 1.  

2. Barrier paths are formed to facilitate multi-hop communication. 

3. Sensors in barrier paths should be able to transfer the sensed data outside the network 

through multi-hop communication. 

4. One of the goals of this research work is to maximize the value of k in k-barrier 

coverage, i.e., to form as many number of barrier paths as possible. 

5. A network with V nodes can provide k-barrier coverage, if and only if, there exists 

disjoint-paths, in terms of node or edge, between source node ŝ and sink node t. 

6. Consider  P = {𝑝1, 𝑝2, ………𝑝𝑛} as the set of paths between source node ŝ and sink 

node t,  consisting of set of nodes from S =  {ŝ, 𝑠1, 𝑠2 ………𝑡}  

7. If Pi is the ith barrier path from the set P having N sensors from set S, then the definition 

of k-barrier coverage will be as given in Eq. 3.12  

 

 

Pi  = 

                     

⋃𝑆𝑖

𝑁

𝑖=1

 

                                                  

 

                                                …(3.12) 

 

8. To forma a barrier path, the constraints to be followed are 
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Constraint 1: The Euclidean distance between two nodes Sm and Sn should be less than 

or equal to the range of nodes as given in Eq. 3.13 

 

                                            𝑑(𝑠𝑚,  𝑠𝑛) ≤ 𝑅                                                      … (3.13) 

 

Constraint 2: Distance between source node ŝ and set of nodes Sl on the left boundary 

of the network should be less than or equal to the range of source node Rs as given in 

Eq. 3.14. 

 

         𝑑(ŝ,  𝑠𝑙) ≤ 𝑅𝑠                                                      … (3.14) 

 

Constraint 3: Distance between sink node t and set of nodes Sr on the right boundary 

of the network should be less than or equal to the range of sink node Rt as given in Eq. 

3.15. 

 

                                                𝑑(𝑠𝑟 ,  𝑡) ≤ 𝑅𝑡                                                     … (3.15) 

 

9. If the constraints defined from Eq. 3.13 to 3.15 is followed then a path Pi will exist from 

source to sink node as given in Eq. 3.16 

 

                               Pi ={ 
1  𝑑(ŝ,  𝑠𝑙) ≤ 𝑅𝑠 ∧ 𝑑(𝑠𝑚,  𝑠𝑛) ≤ 𝑅 ∧ 𝑑(𝑡,  𝑠𝑟) ≤ 𝑅𝑡 
0                                                                 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

            … (3.16) 

 

10. Each barrier path Pi consists of set of sensor nodes denoted by vs from S. These set of 

sensors participate in forming the k-barrier paths in the network. 

 

Example 3: To form a barrier path from source to sink node, consider a network with 20 nodes. 

First, a demonstration of importance of constraints defined in Eq. 3.3 to 3.5 is provided by 

considering figures 3.5 and 3.6 given below: 

1. In figure 3.5, length L of the network Xmax = 75, Ymax = 45, Minimum-Overlap Radius 

OR = 0, Xoffset = 10 and Yoffset =10. As OR = 0, nodes are deployed very closed to each 

other as a result of which huge coverage gaps are created in the network at many places. 

The source and sink nodes are totally disconnected and therefore the number of barrier 

paths that can be formed is 0. It means value of k=0. 
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2. Figure 3.6 has the same value of Xmax, Ymax and Xoffset, Yoffset but the value of Minimum-

Overlap Radius OR = 5. Because of which there is a minimum separation distance of 5 

units between the coordinated of two nodes.  

3. Therefore, the nodes are evenly distributed throughout the network reducing the 

coverage gaps and thereby increasing the overall coverage of the network.  

4. As the coverage is increased, one can find that source and sink nodes are now connected 

and barrier path can be formed between the two by connecting successive sensors from 

left boundary to right boundary. One such path formation is shown in the figure 3.6 

 

Figure 3.5 Network with 20 nodes and OR = 0, Xoffset = Yoffset =10 

 

 

Figure 3.6 Network with 20 nodes and OR = 5, Xoffset = Yoffset =10  



44 
 

3.9.1 Types of Barrier Paths: As stated earlier, types of barrier paths that can be formed are  

 

1. Edge-Disjoint Path: An edge in the network is the straight line that exists between the 

two nodes that are in range. All the black line in the figure 3.6 are edges. An edge-

disjoint path is one in which no edge can be shared by more than one path. 

If vs is the set of sensor nodes in the path Pi, then each node from set vs can participate 

in more than one barrier path, but an edge can be shared by at most one path only, as 

given in Eq. 3.17 

 

∑𝑣𝑠  ≥ 1   𝑆 𝜖 𝑉

∀ 𝑆

           …(3.17) 

 
2. Node-Disjoint Path: A node-disjoint path is one in which no node can be shared by 

more than one path. Eq. 3.17 will be modified for node-disjoint as given in Eq. 3.18.  

 

∑𝑣𝑠  ≤ 1   𝑆 𝜖 𝑉

∀ 𝑆

           …(3.18) 

 

Consider the figure 3.6, the path Pi formed between source and sink node is node-disjoint path 

and there can be maximum one node-disjoint path in the network. Therefore the value of k for 

network of figure 3.6 is 1. 

 

Now consider the figure 3.7 given below, which represents the same network as in figure 3.6, 

but in this case, edge-disjoint paths are drawn from source to sink nodes. One can observe that 

there are two edge-disjoint paths possible and therefore the value of k in this case is 2.  

Therefore it is clear that edge-disjoint paths helps in maximizing the value of k in barrier 

covered Wireless Sensor Network and therefore in this thesis edge-disjoint paths are 

constructed. The proposed MNORDA algorithm can construct node-disjoint paths also. 

 

3.9.2 Difference between traditional methods and MNORDA: While forming barrier 

paths in the network, traditional methods discussed in the literature given in chapter 2 

follows a notion that if range of two nodes overlap then they are considered as 

neighbors. 
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Figure 3.7 Network with two edge-disjoint paths. 

 

In this case, if length of the region is L and communication range of each sensor node is Rs, 

then minimum number of nodes required to provide coverage is given by Eq. 3.19. The 

reference to Eq. 3.19 come from [54], where min(vs) was mentioned as 
𝐿

2𝑅𝑠
. The practicality of 

this assumption is difficult to prove since to provide barrier coverage, sensor range should 

overlap as shown in figure 3.8. By considering the overlap area as minimum value, +1 is added 

to Eq. 3.19. Consider the figure 3.8 given below where the length of the region is 20 units and 

communication range of each node is 2 units. Then as per the equation, minimum 6 nodes are 

required as given in figure 3.8 

 

                                     𝑚𝑖𝑛 (𝑣𝑠)  = [
𝐿

2𝑅𝑠
+ 1]                                               …(3.19) 

 

 

 

 

 

 

 

 

Figure 3.8 Number of sensors required in traditional methods 

 

Note: In Eq. 3.19, as per traditional methods discussed in [54], number of sensors required are 

• • • • 

20 Units 

2 Units 

• • 
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exactly equal to 
𝐿

2𝑅𝑠
, but in this thesis, it is assumed that one extra sensor is required to cover 

the gap created at the end of the network because of overlap of range circles of sensors. 

 

In MNORDA algorithm, it is assumed that two nodes can communicate effectively if and only 

if range circles of antennas of two nodes overlap as shown in figure 3.9, which looks more 

practical then the method discussed in figure 3.8.  

 

 

 

 

Figure 3.9 Number of sensors required in MNORDA algorithm 

Therefore, in the proposed MNORDA algorithm to compute the exact number of sensors 

required, a variable �̂� is defined as the rearranged value of original length after adding the total 

overlap area of sensor nodes. Now to calculate number of sensors required Eq. 3.20 will be 

used, which is suitable for any size of overlap area. 

 

 

𝑚𝑖𝑛(𝑣𝑠) = [
�̂�

2𝑅𝑠
] 

Where, 

 

�̂� = 𝐿 + ∑ 𝑥𝑛

𝑣𝑠−1

𝑛=0

 

…(3.20) 

 

Where x is the size of overlap area of node n. 

 

Note: Eq. 3.20 will work for random as well as sequential deployment and also for any value 

of x. 

 

3.10 Identification of Isolated Nodes 

 

To identify isolated nodes using the algorithm is a very easy task. Once the node-position set, 

find neighbor and tell-neighbor algorithms are executed then every node generates an adjacency 

matrix that represents the information of its immediate neighbors and also information of the 

complete network. If adjacency matrix of any node is having all 0 entries in rows and columns 

even after executing the three algorithms, then it can be treated as an isolated and disconnected 

node.  In figure 3.2 and 3.3, isolated nodes are indicated in red color. Identification of these 

• • • • • • • • • 
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isolated nodes reduces the power consumption of the network as these nodes can be 

permanently switched off and there by helps in increasing the overall lifetime of the network. 

 

3.11 Identification of Shortest Path in terms of Distance and Number of 

Nodes 

 

To identify the shortest path in the network, two parameters are considered, one is distance and 

the other is number of nodes. Shortest path in terms of distance is calculated in two steps 

1. Step 1: By calculating the straight-line distance between the source node ŝ and sink 

node t. 

2. Step 2:  By calculating the summation of distance between coordinates of successive 

nodes of all the paths. 

3. Step 3: The path with distance closest to straight line distance between source and sink 

node is designated as the shortest path in the network. 

 

3.11.1 Example Network: Consider figure 3.10 where three paths P1, P2, P3 are shown. First 

the formulation of calculating shortest path between source node 0 and sink node 1 in terms of 

distance will be shown. It is obvious that, straight line distance is the shortest distance between 

any two points therefore to here first distance of each path formed will be compared with the 

straight line distance between node 0 and node 1. The path whose distance will be closest to 

the straight line distance will be considered as shortest path. 

 

The stepwise process of finding the shortest path in terms of distance is shown below 

 

1. To find shortest path, first calculate the distance of each path from node 0 to node 1 

2. To find distance of each path, starting from node 0, find the number of nodes in each 

path. 

3. Compute the distance between successive nodes of each path and add them. 

4. The distance thus obtained will be the total distance of path, which can be compared 

with the straight-line distance between source and sink nodes and then path whose 

distance will be closest to straight-line distance, will be considered as shortest path. 
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Figure 3.10 Network for calculating shortest path 

 

 For example, in figure 3.10, consider path P3, to find the distance between coordinates 

of successive nodes use Eq. 3.21 

 

P3 = | d05 | + | d58 | + | d89 | + | d90 |                                       … (3.21) 

   Where d05 is the distance between node 0 and node 5 and so on. 

 

5. Consider PZ as the zth path to be formed and then Eq. 3.21 can be written in a generalized 

form as given in Eq. 3.22. 

 

𝑃𝑧 = ( ∑ | 𝑑𝑞𝑟
𝑛  |    

𝑣𝑠𝑧−1

𝑛=1

)      ∀  𝑃𝑖             …(3.22) 

 

 

Where | 𝑑𝑞𝑟|  is the distance between node r and node q, given by the general straight-

line equation as mentioned in Eq. 3.23 

𝑣𝑠𝑧 is set of nodes in path Pz
th  

 

                     | 𝑑𝑞𝑟|   =  √(𝑋𝑟 − 𝑋𝑞)
2
+ (𝑌𝑟 − 𝑌𝑞)

2
                        … (3.23) 
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 Where (Xr,Yr) are coordinates of node r, (Xq,Yq) are coordinates of node q 

 

6. Applying the Eq. 3.22 to network given in figure 3.13 will give P3 as the shortest path. 

 

To identify shortest path in terms of number of nodes, the parameter considered is number of 

nodes traversed by the path including the source node but excluding the sink node. As defined 

earlier Pi is the set of paths having n nodes from vs. Therefore, Eq. 3.22 will be used again, first 

to find out number of nodes in each path from the set Pi after which path with minimum number 

of nodes is computed which gives shortest path in terms of nodes as per Eq. 3.24 

 

                 𝑚𝑖𝑛(𝑣𝑠𝑧 − 1)    ∀ 𝑃𝑧                  … (3.24) 

 

While computing number of nodes in a path sink node is not considered in the count of number 

of nodes as it is assumed that the all the paths ends at sink node, therefore in Eq. 3.24 while 

finding path with minimum nodes, 1 is subtracted from all the paths. In the path set Pz, with 

each path having 𝑣𝑠𝑧 nodes, Eq. 3.24 computes path with minimum nodes 

 

Note: A practical network for showing the result of shortest path will be considered in the next 

chapter of simulation results. Shortest path in terms of nodes and in terms of distance will be 

shown. 
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CHAPTER 4 - SIMULATION RESULTS 

 

Simulation experiments were performed under different conditions for verification of the 

endowed effectiveness of proposed Minimum Non-Overlap Radius Deployment Algorithm 

(MNORDA) algorithm. The empirical results thus obtained have been compared with the 

already existing state of art works to justify the superiority of the proposed algorithm. 

 

The software used in this thesis for writing code of proposed algorithm MNORDA is termed 

as Processing, which is open source software shown in figure 4.1. It is graphical software best 

suitable for Wireless Sensor Networks. Version 3.3.7 is used to build the algorithm and perform 

the simulation.  

 

 

 

Figure 4.1 Processing software 

 

 

Two main files have been used to write the code for complete algorithm 

1. node_main: It is the area where the main simulator code for algorithm is written which 

renders and gives logic for the simulation environment. 

2. node.pde: It is type of a library file which is used to define the blue print of node object 

and can be used for defining functions used in the main code. 
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4.1  Simulation result 

 

To prove the effectiveness of Minimum Non-Overlap Radius Deployment Algorithm 

(MNORDA), simulation results are compared with the already existing state-of-art works for 

different parameters, viz., 

 

1. Number of barrier paths formed: To compare the number of barrier paths formed 

from one end of the network to the other end, the results of MNORDA is compared 

with 

 

 Distributed Deployment Algorithm for Barrier Coverage (DDABC) 

proposed in [5] 

 Centralized Barrier Coverage Algorithm based on Distributed Learning 

Automata (CBCDLA) given in [49] 

 Autonomous deployment algorithm for barrier coverage with mobile 

sensors (MobiBar) proposed in [30] 

 Approximate to Horizontal and Vertical Grid Barrier Algorithm 

(AHVGB) proposed in [28] 

 

As per results given in figure 4.2, MNORDA outperforms the other algorithms in forming 

number of barriers for given number of nodes. The number of nodes considered for simulation 

are {100,200,300,400,500} for which number of barrier are obtained. The other parameters 

considered are, communication range of each node is 13, length of the network Xmax is 

considered as 70, 100, 130, 150, 190 units, corresponding width of the network Ymax = 50, 70, 

90, 105, 135 units, to incorporate 100, 200, 300, 400 and 500 nodes respectively. Minimum 

Non-Overlap radius for all cases is kept at 3 units. 

 

The novelty of the proposed MNORDA algorithm is proved by the simulation results obtained 

where the number of barriers formed in this algorithm is more for different size of the network 

along with various number of nodes.  

In table 4.1, number of barriers obtained for different node size is represented for all the 

algorithms. In comparison, the number of barriers obtained for MNORDA is more in number 

then other algorithms for all node size. 
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Table 4.1 Number of barriers for node size for all algorithms 

Algorithms 

CBCDLA AHVGB MobiBar DDABC MNORDA No. of  

Nodes 

100 7 3 5 5 18 

200 13 4 10 10 20 

300 22 4 14 14 24 

400 25 5 17 17 27 

500 28 5 19 19 29 
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Figure 4.2 Number of Barriers vs Number of Sensor Nodes 

 

As per the data given in table 4.1, MNORDA outperforms all the algorithms for all node size. 

The only algorithm which is close to the performance of MNORDA for node number 300 to 

500 is CBCDLA. 

 

Example 1: To prove that MNORDA is outperforming the other algorithms in terms of barrier 

formation below given are the results obtained by running the algorithm for 100 and 500 nodes. 



53 
 

Figure 4.3 shows 18 paths from source node to sink node, in red line and figure 4.4 show the 

corresponding output of the code indicating each of 18 paths along with length in terms of 

nodes and distance between source and sink node. While showing the length of each path in 

output, nodes closer to sink node will be displayed first and followed by nodes closer to source 

node. That is, the algorithm is showing nodes from left to right of the screen. 

 

 
Figure 4.3 Network with 100 nodes and 18 barrier paths 

 

 

Figure 4.4 Result showing 18 disjoint paths along with length and distance 
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Figure 4.5 Network with 500 nodes and 29 disjoint paths 

 

 

Figure 4.6 Result showing 29 disjoint paths along with length and distance 

 

Figure 4.5 is for 500 nodes randomly deployed in the network and figure 4.6 is for showing 

that for 500 nodes 29 disjoint paths are formed in the network. MNORDA algorithm works 
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perfectly for 500 nodes also by deploying them uniformly throughout the network facilitating 

in maximizing the number of barrier paths between source and sink nodes. The constraints 

mentioned in equations 3.3 to 3.5 are the reasons for outperformance of MNORDA algorithm. 

 

2. Energy Consumed: To compute the energy consumed while forming barrier paths in 

the network, number of packets exchanged between the sensor nodes is taken into 

consideration. To find neighbors, sensor nodes sends hello packet in the network and 

each packet exchanged needs certain amount power. Power consumed depends on the 

distance between two nodes and also on number of nodes in the network. As the number 

of nodes increases, number of barriers formed will also increase which will result in 

higher power consumption. To compare the performance of energy consumed of  

MNORDA, the algorithms picked from the literature are: 

 

 Autonomous deployment algorithm for barrier coverage with mobile 

sensors (MobiBar) [30] 

 Approximate to Horizontal and Vertical Grid Barrier Algorithm 

(AHVGB) [28] 

 Minimax Algorithm [6] 

 Virtual Force Based Algorithm [26] 

 

As per figure 4.7, number of packets consumed by MNORDA is more than AHVGB, Minimax, 

and Mobibar but less than VF algorithm for node numbers 200, 300 and 400. When number of 

nodes are 100, MNORDA gives better performance than all algorithms except AHVGB. One 

of the obvious reason for more energy consumption is that the number of barriers formed is far 

more in MNORDA than the other algorithms and as stated more the number of barriers formed 

more is the data exchanged between the nodes. However, if there exist a threshold between 

number of barriers and energy consumed then MNORDA will give better performance than 

the other state of art works. 

Note that, the results are plotted on logarithmic scale and therefore the energy consumed 

represented as number of packets is multiplied by 10000.  

The network parameters i.e., communication range of node, length and width of the network 

are unchanged and are same as given for results obtained in figure 4.2 
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The total number of packets consumed by MobiBar, VF, MiniMax, AHVGB and MNORDA 

for different node size is given in table 4.2. 

 

Table 4.2 Total number of Packets (×10000) Exchanged 

 
Algorithms 

MobiBar VF MiniMax AHVGB MNORDA No. of  

Nodes 

100 5 5 1 0.5 0.97 

200 5 9 1 0.5 4 

300 5 11 1 0.3 9 

400 5 50 1 0.2 16 

500 28 5 19 19 29 
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Figure 4.7 Consumed Energy vs Number of Sensor Nodes 

 

Out of all the algorithms, Virtual-Force (VF) consumes more power than any other algorithm 

and AHVGB gives the best performance as it consumes very less power. 
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Example 2: To analyse the performance of MNORDA algorithm for number of packets 

consumed 100 nodes are considered in Figure 4.8 which gives the total number of packets 

exchanged between 100 nodes in the network for forming 18 barrier paths. As per the output 

in the figure a total of 9728 packets were exchanged. 

 

 

Figure 4.8 Result showing packets exchanged for network with 100 nodes 

 

3. Termination Time: Termination time can be defined as the time taken by the algorithm 

to terminate or time taken to get executed completely. It is also defined as convergence 

time i.e., the time taken by the network to get converged. Here in MNORDA 

converging of network involves six steps, 

  

 To deploy sensor nodes randomly throughout the network to have a uniform 

coverage,  

 To search for neighbors and update the list of neighbors with each node,  

 To share information of neighbors with neighbors,  

 To form k-barriers from source to sink nodes (k ≥ 1), 

 To identify isolated nodes, 

 To find the shortest path in terms of number of nodes in that path and distance 

of path from source to sink nodes 
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To compare the performance in terms of termination time of MNORDA, the algorithms 

considered from literature are: 

 Autonomous deployment algorithm for barrier coverage with mobile sensors 

(MobiBar) [30] 

 Approximate to Horizontal and Vertical Grid Barrier Algorithm (AHVGB) [28] 

 Minimax Algorithm [6] 

 Virtual Force Based Algorithm [26] 

 

Table 4.3 Termination time in seconds for all algorithms 

 
Algorithms 

MobiBar VF MiniMax AHVGB MNORDA No. of  

Nodes 

100 1000 10000 100 85 0.5 

200 1000 50000 100 85 3 

300 1000 90000 100 85 11 

400 1000 10000 100 85 37 
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Figure 4.9 Termination time vs number of sensor nodes 
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Table 4.3 and figure 4.9 given above is to represent the time taken in seconds by MobiBar, VF, 

MiniMax, AHVGB and MNORDA algorithms to terminate in finite time and converge the 

network. As per the table MNORDA is the fastest of all and therefore will terminate and 

converge the network faster than the other algorithms for node size of 100, 200, 300 and 400. 

For node size greater than 400, MNORDA has proved to terminate in finite time. However, 

MNORDA will be faster for larger node size also. 

 

4. Lifetime of Barriers: Lifetime of barriers refers to the time the network can provide k-

barrier coverage continuously. Each barrier consists of sensor nodes which has limited 

battery and therefore can contribute to barrier formation during its entire lifetime. To 

compute the time for which the network can continously provide barrier coverage, 

operating lifetime of each barrier is computed. As given in [54] the lifetime of barriers 

is computed in number of weeks. The algorithms considered for lifetime comparison of 

barriers are 

 

 Imperialist Competitive Algorithm for Barrier Coverage (ICABC) [54]. 

 Two Round Maximum Flow Algorithm (TMFA) [48]. 

 Disjoint Path Algorithm (DPath) [47]. 

 

Table 4.4  Lifetime versus number of nodes for all algorithms 

Algorithms 

Dpath ICABC TMFA MNORDA No. of  

Nodes 

100 8 16 16 20 

200 15 22 38 60 

300 15 27 70 80 

400 22 30 78 100 

500 24 40 98 120 

 

The results of MNORDA for barrier lifetime in weeks for different number of sensors nodes is 

given in table 4.4 and plotted in figure 4.10. As per the figure, for 100 nodes, lifetime provided 

by MNORDA is a little more than ICABC and TMFA algorithms. But as the node number 

increases to 200, 300, 400 and 500, MNORDA outperforms its counterparts ICABC, TMFA 

and Dpath algorithms by a big margin. Therefore, it is clear from these results that MNORDA 

algorithm has the best operating lifetime when compared to other algorithms. 
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Figure 4.10 Lifetime of barrier in weeks 

 

5. Sensor Utilization: Sensor utilization is defined as the ration of sensors participating 

in barrier formation to total number of sensors deployed. To compute and compare the 

sensor utilization factor for MNORDA algorithm, the research works from literature 

that are considered are: 

 

1. Efficient k-barrier construction mechanism (EBCM) proposed in [62] includes best-

fit coverage approach (BCA) and top-down one-coverage barrier approach (TOBA). 

The BCA approach includes three phases, in first phase the complexity of forming 

k-barrier coverage is reduced after which in second phase an attempt is made to 

maximize number of barriers formed and in third phase sleep wake-up scheduling 

technique is proposed to balance the overall energy consumption of the network. The 

BCA approach finds a node with a predefined weight value k. Depending on the 

value of weight k of each node, it is decided whether that node can participate in 

forming the kth-path. If the weight value is less than k then that sensor cannot 

participate in kth-path as a result of which the sensor utilization is reduced. To 

overcome this limitation, TOBA approach is proposed which does not depend on 
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weight value k. But the problem associated with TOBA is that it can construct only 

1-barrier at one time which means the convergence time of TOBA will be very high. 

2. Maximum Disjoint Path (MDP) algorithm proposed in [45] is a centralized algorithm 

which finds k disjoint paths between source and sink nodes. From the constructed k 

paths MDP finds the shortest path between two ends of the network. As MDP is a 

centralized algorithm it consumes high amount of power and also has downside in 

terms of scalability and flexibility 

 

Table 4.4 Percentage of Sensor Utilization 
Algorithms 

MDP BCA TOBA MNORDA No. of  

Nodes 

300 40% 10% 20% 60% 

350 45% 15% 29% 60% 

400 50% 20% 35% 60% 

450 52% 20% 40% 65% 

500 59% 22% 50% 68% 

550 69% 35% 61% 75% 

600 81% 51% 80% 85% 
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Figure 4.11 Sensor Utilization vs Number of Sensor Nodes 

The simulation result for sensor utilization is given in figure 4.11 and data in table 4.4. As 

given in the figure the utilization of sensors in MNORDA is more than MDP, BCA and TOBA 
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algorithms. The sensor utilization in MNORDA is 60 % for 300 nodes and goes up to 85% 

when nodes are 600. 

 

4.2 Performance of MNORDA for different values of OR 
 

Minimum Non-overlap radius OR as described in the previous sections is the novel feature of 

proposed MNORDA algorithm. To prove the effectiveness of OR, in this section few simulation 

results are shown for forming number of barriers for different node size. In each simulation, 

the value of OR is varied and it will be proved that number of barriers formed increases while 

keeping all other parameters unchanged. 

In Figure 4.12 OR value considered is 3, 6 and 9 for node size of 100, 200, 300 and 400. As can 

be seen from the figure that as the value of OR is increased the number of barriers increases for 

node numbers 100 to 300 but for node number 300 to 400 the number of barriers are same 

when value of OR is 6 and 9. The reason is that the size of the network and the communication 

range of sensor nodes are unchanged and therefore the number of barriers is also the same. 

Therefore the number of barriers increases for the node size 100 to 400 when value of OR is 3. 
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Figure 4.12 Effect of OR on number of barriers 
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4.3 MNORDA Sample Result 

 

As mentioned in section 3.3, MNORDA algorithm consists of 8 phases. In this section, a 

network with 10 nodes is considered to show the output after each phase of the algorithm. The 

output will have adjacency matrix after phase 1, i.e., node-position set, adjacency matrix after 

algorithm 1 and algorithm 2 i.e., find neighbour and tell-neighbour algorithms respectively, 

adjacency matrix before and after applying symmetry. The output will also have barrier paths, 

shortest paths in terms of nodes and distance and isolated nodes. 

 

 

 

Figure 4.13 Sample result for MNORDA 

 

Considering the result given in figure 4.13, the following points explain the result step-wise 

 

1. Figure 4.13 consists of a network with 10 nodes and output in terms of adjacency 

matrices after node-position, algorithm 1 and algorithm 2 and also after implementing 

symmetricity. 
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2. Adjacency matrices of all nodes except source and sink nodes are shown 

3. Adajcency matrix after node-position set of all nodes are zero because in this step the 

random deployment phase of MNORDA algorithm is carried where the nodes are 

uniformly deployed applying all the constraints mentioned in chapter 3. Therefore 

entries of adjacency matrix will all be 0’s as the nodes have not yet started the 

communication. 

4. Next shown in the figure is output after algorithm 1 which is find neighbor algorithm. 

The adjacency matrix here will have information of neighbors of current nodes plus the 

row information shared by neighbors of current nodes. As the network is small, every 

node is at a distance of 1-2 hops from the current node, therefore maximum information 

will shared in this step only. As a result of which adjacency matrices of all nodes will 

have entries in all rows and columns.  

5. Few entries in the matrices are in red in the outputs of algorithm1 and algorithm 2. Each 

red entry represents the ambiguity mentioned in section 3.8. The number of red entries 

reduces from alogrithm1 to algorithm 2 for the obvious reasons as mentioned in the 

explanation of these algorithms. 

6. After the output of algorithm 3 i.e., after implementing symmetricity there are no red 

entries left and information of every node will be shared with every other node. 

7. The output in the figure also has paths in different colors. Each color shown has a 

meaning with respect to shortest path. Blue color path represents the shortest path in 

terms of both distance and number of nodes. 

 

Consider figures 4.14 and 4.15 given below. These two figures represent the computation of 

shortest paths in terms of distance and number of nodes for node size of 900 and 700 

respectively. The adjacency matrix for each node will be of order 900x900 and 700x700 which 

is out of the scope of simulator screen to display the matrix of this size. Therefore in the output 

only nodes and paths are displayed.  

In figure 4.14, paths with three different colours are visible. Yellow paths indicate shortest 

paths in terms of number of nodes. All the yellow paths have the same number of nodes which 

is equal to the minimum number of nodes in all the paths. Blue coloured path is a special case 

where a path consists of least number of nodes and also smallest distance between source and 

sink nodes. Red coloured paths are the other paths formed which does not satisfy least number 

of nodes and smallest distance. 
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In figure 4.15 a green path is visible which satisfy the minimum distance criteria but not 

minimum nodes criteria. 

 

Figure 4.14 Paths for node size of 900 

 

 

Figure 4.15 Paths for node size of 700 
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Note: Meaning of each path formed is revised below 

1. Green Path - Shortest path considering path distance (this is the Euclidean distance). 

2. Yellow Path - Shortest path considering path length, i.e. the number of nodes on the 

path (minimum number of nodes or hops in the path). 

3. Blue Path - Paths that satisfy both the above conditions (has the least number of nodes 

and is shortest in Euclidean distance too). This occurs rarely. 

4. Red Path - All the other paths that do not fit in the above categories. 
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CHAPTER 5 

HARDWARE IMPLEMENTATION 

 
In this chapter detailed explanation of design and implementation of hardware and its working 

is given. The hardware is designed and implemented for rural applications. The concept of 

Internet of Things (IoT) is used in the applications. Before going into the details of applications 

and hardware working, a brief introduction of hardware components and protocols used is 

illustrated. 

 

5.1 Hardware Components 
 

In this section a brief explanation of hardware components used in each node is given. Each 

sensor node in the barrier is designed with a temperature sensor so as to send the temperature 

data from one end of the node to other end and also to upload the temperature data to IoT cloud. 

One such node of barrier is shown in figure 5.1 given below 

 

 

Figure 5.1 Sensor node of a barrier 
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Following is the list of hardware components with a brief explanation of each 

 

1. NodeMCU: This device provides internet and IoT feature to the sensor node and is 

considered as heart of the node. Two NodeMCUs are used in each sensor node, one for 

providing internet and the other to which temperature sensor is connected and also it 

provides the IoT feature to the node 

2. Lithium Battery: As every node is a wireless node, it needs a power source to operate 

continuously. Lithium battery provides the required power to a node. The lithium 

battery used in every node is of 12V and 2600mAH capacity. 

3. Lithium Cell Charger: The lithium battery used in every node is rechargeable and 

therefore a charger is included with each node which has a micro-usb port just as our 

cellphones. As a result, nodes can be charged with normal phone chargers also. 

4. 16x2 LCD: Liquid Crystal Display (LCD) is used to display the temperature and 

humidity data from temperature sensor, the internet connectivity status of node, the 

service provider of internet and the battery status. 

5. I2C module: I2C module is used to provide compatibility between LCD and 

NodeMCU. LCD has a 8-bit data port which means 8 digital pins of NodeMCU must 

be connected to LCD which is a disadvantage as 8 pins of NodeMCU will be always 

busy and cannot be used for any other purpose. Therefore to operate LCD in 4-bit mode 

I2C is used so that only 4 digital pins of NodeMCU is used and not 8. 

6. DC-DC converter: The output of lithium battery is 4V but the NodeMCU and LCD 

needs 5V, therefore a DC-DC boost converter is used that converts 4V to 7V. 

7. Temperature and Humidity Sensor: DHT11 is a temperature and humidity sensor which 

provides true temperature and humidity values from the environment. 

 

5.2 Hardware for Applications of Barrier Coverage 

As stated earlier in this chapter, the applications of barrier coverage are presented with respect 

to rural areas. Following two cases of rural applications are designed which can be readily 

applied to rural areas 

 

Case 1: When internet is present in the rural areas, then the barrier coverage can be formed to 

1. Provide Wi-Fi range extension from the nearest place to the rural area through barrier 

of nodes 

2. Forest Fire detection through IoT. 
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Case 2: When internet is not present 

1. Forest Fire detection through multi-hop data transfer. 

 

Before explaining each application in detail, a detailed explanation of operating modes of 

NodeMCU is required as these modes will decide the application. 

 

5.2.1 Modes of NodeMCU: NodeMCU also called as ESP8266 is a microcontroller that comes 

with an in-built Wi-Fi shield that gives a provision for the user to connect ESP8266 to internet. 

NodeMCU gets connected to the internet just as mobile phone does with a username and 

password and works in two modes, which are  

 

1.  Station (STA) mode 

2.  Access point (AP) mode 

 

Devices which get connected to available Wi-Fi networks are called as Stations and the devices 

that provide the Wi-Fi network are called as Access Points, example routers. 

 

1. Station (STA) mode 

 

In STA mode, ESP8266 acts as an end station just like the mobile phone, when it gets connected 

to a Wi-Fi network. To connect to the internet, NodeMCU must be provided with an access 

point. These access points in turn get connected to internet service provider through a wired 

connection or wireless connection. A wired access point can be a router and a wireless access 

point can be a mobile phone hotspot. ESP8266 in STA mode can connect to router or mobile 

phone hotspot. Every access point will have a unique identifier called as Service Set Identifier 

(SSID) and a password. Figure 5.2 shows the operation of NodeMCU in STA mode. 

 

Figure 5.2 NodeMCU in STA mode 
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Example code: 

 

 

Explanation of the code: 

Connecting ESP8266 to a Wi-Fi network will start with defining a simple begin function and 

the parameters that will be passed to this function are SSID and password. Maximum length of 

SSID is 32 characters and minimum length of password is 8 characters and maximum length 

should not exceed 64 characters. The simplest form of begin function is depicted as 

 

WiFi.begin (ssid, password); 

 

Apart from the SSID and password, which are the compulsory parameters to be given, there 

are some optional parameters also as depicted in the function below 

 

WiFi.begin (ssid, password, channel, bssid, connect);                                                                                      

 



71 
 

Where:                         

- channel parameter selects a specific channel 

- bssid is the parameter that returns the Medium Access Control (MAC) address of access 

point. 

- connect parameter, which will by default be true but if set to false will save all the other 

parameters without actually connecting the ESP8226 module to internet.  

 

#include<ESP8266WiFi.h> is the WiFi library, which essentially consists of code that is 

needed to connect to the network. The second and third statements provide the necessary 

credentials required to connect to the network i.e., name of access point and its password. In 

void setup, initially the baud rate of serial terminal, which is used to display the output, is 

defined. The WiFi.begin function is passed with the parameters given in the second and third 

statement. The while loop continuously checks whether the ESP module is being connected to 

internet or not and till the time the connection is established, a dot, every second, will be 

displayed on serial terminal. Once the connection is established, a “connected” message 

appears on the serial terminal.  

The function serial.println (WiFi.localIP ()); returns the IP assigned to ESP module by the 

access point and the function Serial.println (WiFi.macAddress ()); returns the MAC address of 

ESP. The void loop function continuously returns the strength of the connection of WiFi service 

provider with a delay of one second between each return value. Here RSSI stands for received 

signal strength indicator, which defines the signal strength of the access point providing 

internet connection to the NodeMCU. The RSSI value will in decibel. The return value will 

always be negative as it is the logarithmic value of RSSI. If the RSSI value is near -40dB, then 

it is an indication that the signal strength is at its best and as the value goes beyond -40dB then 

it means that signal strength is reducing. 

 

Output of Example code: 

 

As shown in the output, line 1 displays the successful connection message. Line 2 returns the 

IP assigned to ESP board by the access point. Line 3 is the MAC address of ESP8266 and from 

line 4, the value of RSSI is shown. If the WiFi connection is lost, ESP will automatically 

reconnect to the last network once the connection is up.  
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2. Access point (AP) mode 

As stated earlier an access point is a device that provides wireless internet connectivity to the 

other devices but it itself gets internet through a wired connection. ESP8266 can do the same 

function but with only one difference, here ESP8266 gets internet connection wirelessly. When 

ESP8266 is operated in such mode then it is called as Access Point (AP) mode or soft-Access 

Point mode where it works as a hot-spot for providing internet. There is a maximum limit in 

the number of stations that can be connected to ESP8266 AP. At one time not more than five 

stations can be connected. The basic set-up of ESP8266 working in AP mode is depicted in 

figure 5.3. 

 

 

Figure 5.3 ESP8266 in AP mode 
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As shown in figure 5.3 laptop and PC were not in the range of router and therefore could not 

connect to internet provided by the router. In such case, first ESP8266 is connected to the router 

and then operated in AP mode after which PC and laptop will be connected to ESP8266. 

 

5.2.2 Connecting ESP to one out of multiple access points:If the current Wi-Fi is unavailable 

then there should be an option for NodeMCU to connect to the next available Wi-Fi. For this, 

ESP8266WiFiMulti library is used. To make sure that NodeMCU module connects to one out 

of many Wi-Fi networks names of access points should be added. Once added, ESP8266 will 

connect to an access point which will have the strongest signal. Method of adding access points 

is depicted below: 

 

wifiMulti.addAP ("access point 1", "password"); 

wifiMulti.addAP ("access point 2", " password"); 

wifiMulti.addAP ("access point 3", " password"); 

  

5.2.3 Dynamic Configuration: Most of the routers will allocate an IP (Internet Protocol) 

address to devices dynamically. That means a device gets a new IP each time it connects to the 

internet provided by the router. ESP8266 in station mode when gets connected to an access 

point will get IP dynamically. But what if there is a static internet connection available. In this 

case before running the begin function, the configuration function in ESP8266 has to be 

executed. In configuration function, a local IP, which is static, will be passed as a parameter. 

One such function is given below 

 

WiFi.config (local_ip, gateway, subnet, dns1, dns2); 

Where: 

- local_ip is the IP to be assigned to the ESP 

- gateway is the gateway address (access point IP) which is used to access the external 

network 

- subnet gives the range of IPs 

- dns1 and dns2 are optional 

 

5.3 Wi-Fi Range Extender for Rural Applications through Barrier Coverage 

 
One of the applications of barrier coverage as stated in this thesis is Wi-Fi range extender. For 

this more than one NodeMCU is required and the internet from the source point can be 



74 
 

extended to a distance where sink point is available. Set-up of one such application is given in 

figure 5.4 

 

 

Figure 5.4 Set-up for Wi-Fi range extender 

 

In this set-up, the first NodeMCU gets connected to the main access point which is a router and 

will then act as a hot-spot providing internet to secind NodeMCU. Now the second ESP8266 

will connect to the internet provided by first and will again act as hot-spot. In this way the 

internet of router or mobile phone can be extended to a distant place, which otherwise is not 

possible without the use of NodeMCU.  

 

5.3.1 Experiment with 3 nodes: In this section the outcome of a real-time experiment 

conducted with 3 nodes is shown which will prove and validate that NodeMCU can be used as 

Wi-Fi extender. Figure 5.5 (a), (c) and (d) consists of 3 sensor nodes, each with NodeMCU 

used in STA mode to connect to internet and in AP mode to provide hot-spot to other devices. 

Figure 5.5 (d) is the mobile used as main hotspot. Following outcomes were recorded from this 

experiment: 

1. Figure 5.5 (a) is first node which is connected to mobile hot-spot named as AP. 

2. This node is acting as hot-spot by name AP1. 

3. Figure 5.5 (b) is the mobile whose hot-spot name is AP and under connected devices 

list ESP is seen. This proves that first nodeMCU is connected to mobile hotspot. 

4. Figure 5.5 (c) is second nodeMCU named as AP2 and connected to AP1. 

5. Figure 5.5 (d) is third nodeMCU named as AP3 and connected to AP2. 
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(a)  Node 1 connected to mobile hotspot                   (b) Mobile hotspot 

 

     (c)  Node 2 connected to Node 1      (d) Node 3 connected to Node 2 

Figure 5.5 Wi-Fi Extender experiment with 3 nodes 

5.3.2  Speed test in Wi-Fi range extender: In section 5.3.1, range extension test was 

successfully implemented with 3 nodes. In this section a speed test is conducted for those 3 

nodes by connecting a mobile phone to the hot-spots provided by the 3 nodeMCUs. 

Following outcomes were recorded from this experiment: 
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1. In figure 5.6 (a), the mobile is connected to main hotspot which is the mobile phone 

used in figure 5.5 (b). In every mobile a High-Definition (HD) video is run at the 

background staring from mani hot-spot 

2. In figure 5.6 (a), the mobile is connected to AP and the internet speed shown is 56.7 

KB/s which is 453 kbps. 

3. In figure 5.6 (b), the mobile is connected to node 1 which is AP1 of figure 5.5 (a). The 

speed here is 24.6KB/s which is 197 kbps. Here the reason for reduced speed is obvious 

due to the fact that AP1 is receiving internet from AP. 

4. Mobile in figure 5.5 (c) is connected to AP2 which is receiving internet from AP1 and 

therefore here the internet speed is further reduced and is 8.3 KB/s which is 66 kbps. 

5. At last mobile of figure 5.5 (d) is connected to AP2 which is receiving internet from 

AP2 and therefore the speed is further reduced to 0.3 KB/s which is 2.4 kbps. 

 

 

(a)  Mobile connected to hotspot                              (b) Mobile connected to Node 1 

 

Conclusion from the above experiments is that NodeMCU can be used to extend the range of 

Wi-Fi without any limit but the speed of internet reduces proportional to distance. Point to be 

noted here is that, speed will reduce if and only if the nodes nearer to the main hot-spot are 

using the internet. 
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(c)  Mobile connected to Node 2                         (d) Mobile connected to Node 3 

 

Figure 5.6 Speed Test of Wi-Fi Range Extender 

 

5.4 IoT based Forest Fire Detection System for Rural Applications 
 

In this section, an application of barrier paths in desigining forest fire detection and monitoring 

system is proposed using NodeMCU and open source IoT cloud called as Message Queuing 

Telemetry Transport (MQTT). Before putting forward the details of the design, a detailed 

explanation of MQTT is given below. 

 

5.4.1 Introduction to MQTT: MQTT is a light-weight, in terms of overhead required and 

power consumption, IoT protocol which is used for establishing client-to-client communication 

through MQTT server. It is an open IoT source protocol used in Machine-to-Machine (M2M) 

in situations where the need is of small source code and when availability of communication 

bandwidth is on lower side. As MQTT is a lightweight protocol, the power consumption is very 

low and therefore is best suitable to be used in situation where battery requirement is minimum. 

Figure 5.7 given below describes the architecture of MQTT. Architecture of MQTT is based 

on Publish-Subscribe model, where publish is synonymous to transmit and subscribe to receive. 
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Virtual communication channels called as ‘topic’ has to be created before transmitting or 

receiving data through MQTT and the data to transmitted or received will be published or 

subscribed, respectively, to this topic. For example a temperature sensor, as shown in figure 

5.7 wants data to be uploaded temperature values to MQTT, then it has to publish data to a 

topic say ‘temp’, and at the other end a client, say a mobile phone wants to view the temperature 

values then it has to subscribe to topic ‘temp’.  A third party gateway (can also be called as IoT 

gateway) that handles the connection between the clients is called as Broker. 

 

 

 

Figure 5.7 Architecture of MQTT 

 

The work of MQTT broker is to channel the incoming messages, filter them and convey 

correctly to the intended clients. 

 

5.4.2 Use of MQTT in forest fire detection: In this experiment of forest fire detection, 

MQTT is used as server and software by name mqtt box will be used as broker in PC/Laptop 

and an app named as MQTT dashboard will be used as broker in mobile phone. Therefore, with 

the use of MQTT server and MQTT broker the temperature and humidity data of DHT11 sensor 

which is connected to NodeMCU can be viewed on PC/Laptop, mobile from any part of the 

world.  

 

5.4.3 Connecting NodeMCU with MQTT: To use MQTT cloud one should have the 

software named MQTT box in Laptop/PC. For mobile platforms, app by name MQTT 
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dashboard is available in android play store and MQTT buddy in iOS. The stepwise procedure 

for connecting MQTT box with cloud MQTT is given below 

 

1. Open www.cloudmqtt.com , sign-up and create a profile 

2. Create a instance and open it 

3. Install MQTT box in PC/Laptop and download the MQTT dashboard app in the mobile 

4. In MQTT box click on create MQTT client and enter the client name. 

5. Select protocol as mqtt/tcp, host name should be server name followed by : and port 

number (Refer the figure 5.8) 

6. Save the current configuration of MQTT box and as soon as save option is clicked, the 

connection tab should turn green (figure 5. 9) which is an indication of successful 

connection establishment. 

 

 

Figure 5.8  Configuration between MQTT box and cloudmqtt.com 
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Figure 5.9 Successful connection between MQTT box and cloudmqtt.com 

 

5.4.4 Experiment for uploading DHT11 data to IoT through MQTT: In this experiment, 

DHT11 sensor is interfaced with NodeMCU and the temperature and humidity data is uploaded 

to MQTT cloud and the same is viewed on laptop and mobile. 

Following outcomes were observed during the experiment 

1. Figure 5.10 (a) represents the sensor node with DHT11 sensor interfaced to NodeMCU 

and on the LCD temperature and humidity data is shown. In this node a code is written 

to upload temperature and humidity data to MQTT cloud. The topics used are ‘temp’ 

for temperature and ‘hum’ for humidity. 

2. Figure 5.10 (b) is of MQTT box in mobile 1 which is connected to cloudmqtt.com and 

is subscribed to topic ‘temp’ and therefore is receiving the temperature data from node 

continuously along with time stamp. 

3. Figure 5.10 (c) is of MQTT box in mobile 1 which is connected to cloudmqtt.com and 

is subscribed to topic ‘hum’ and therefore is receiving the humidity data from node 

along with time stamp. 

4. Figure 5.10 (d) is of MQTT box in mobile 2 which is connected to cloudmqtt.com and 

is subscribed to topic ‘temp’ and therefore is reciveing the temperature data from node 

along with time stamp. 
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(a) Node for Forest Fire Detection                     (b) Temperature data on mobile 1 

 

(c)  Humidity data on mobile 1                    (d) Temperature data on mobile 2 

 

Figure 5.10 Uploading DHT11 data to IoT Cloud 
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5.5 Forest Fire Detection through Multi-hop Data Transfer 

 

In this section, forest fire detection and monitoring is implemented without the help of internet 

and IoT feature. When internet is not present, data can be hopped from source to sink using 

multiple nodes. Here Xbee, which is a Radio Frequency (RF) transceiver, is used to transfer 

the data from one end of the barrier to the other end through multiple hops. An experiment with 

four nodes was conducted where carbon oxide (CO) sensor was attached to one node fitted on 

drone along with Xbee transceiver. The data from this node was sent to the second node which 

was having only Xbee transceiver. Data from second node was sent to third and from third to 

fourth. Consider the figure 5.11 which shows the setup of 3 drones and a base station. In this 

data from drone 1 will go to the base station through intermediate drones. 

 

5.5.1 Experiment for implementing forest fire detection through multi-hop data 

transfer: In this experiment, forest fire detection is implemented when internet is not present 

and sensor data is sent to nearest base station. For this, two drones are deployed in the open 

area as given in figure 5.12, out of which only one drone will have a gas sensor fitted on it. 

From this drone the CO value is transmitted to the second drone from where the sensor value 

reaches the base station. Figure 5.12 (a) show the deployment of drones and 5.12 (b) is showing 

the data received at base station. 

 

 

Figure 5.11 Set up of sensor nodes for forest fire detection 
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(a) Drones deployed                                            (b) Data received at base station 

 

Figure 5.12 Experiment set up for multi-hop data transfer 

 

5.6 Power Consumption Analysis of Sensor Node 
 

As each sensor node is battery operated, the operating lifetime is limited and is crucial for 

barrier coverage. In this section, power consumption analysis of sensor node is performed. As 

stated earlier, each node is fitted with two NodeMCUs, DC-DC power booster, an I2C module 

and a LCD. Each of this devices consumes power from the standalone lithium battery whose 

capacity is 2600mAH. Therefore it becomes essential to compute and analyse the operating 

lifetime of each node when all these devices are powered on and operated continuously.  

To perform the power analysis two cases are considered, 

 

1. Case 1: When the sensor nodes are working for Wi-Fi range extension 

2. Case 2: When sensor nodes are continuously uploading of sensor data to MQTT cloud 

 

In first case, the node was fitted with DHT11 sensor from which values of temperature and 

humidity were uploaded to MQTT cloud. The result of the experiment conducted for power 

analysis is given in figure 5.13 (a) to (c). The experiment was started at 12:35pm when the 

battery was 100%. For every 30 minutes internal, the remaining battery percentage was 

recorded and displayed on serial terminal of the NodeMCU. For the first 7 hours, the drop in 

battery capacity was sequential and in 7 hours only 45% of battery was consumed. But after 7 

hours there was a sudden drop observed within 30 minutes the complete battery was dead.  
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       (a) Power analysis from 100% to 80%               (b) Power analysis from 80% to 60% 

 

                                             (c) Power analysis from 60% to 0% 

Figure 5.13 Power consumption analysis of sensor node 

 

One reason for this is due to the fact that when the test was started, the voltage supplied by the  

NodeMCU and other devices need a minimum of 3.5V and when voltage reaches 3.5V or less 

then these devices cease to operate, as a result of which there was no output from the system. 

The hardware testing has shown that practical application of barrier coverage for rural 

application can be implemented in a easy and hassle-free manner.  
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CHAPTER 6 

CONCLUSION  

 

In this research design and implementation of k-barrier coverage for rural applications is 

implemented with the use of Minimum Non-Overlap Radius Deployment Algorithm 

(MNORDA). MNORDA is a pre-deployment processing algorithm which helps in maintaining 

minimum overlap radius between two nodes. As a result of which no two nodes will be 

deployed within the minimum radius which guarantees uniform coverage of the network. The 

extensive literature survey is carried out in order to gauge the existing state of the technology 

developed and finding the research gap in this area. 

 

The literature review yielded the following gaps in the existing research 

 

1. Message overhead required in centralized approach hampers the overall operating 

lifetime of the network when compared to distributed approach. 

2. Line-based and curve-based deployment techniques do not provide full coverage of the 

network. 

3. Directional sensing approach uses sensors capable of sensing only in one direction and 

therefore has limited coverage ability. 

4. Mobile sensors for barrier coverage formation needs overhead in terms of message and 

power required for moving the sensors. 

 

Based on the above gaps the objectives were defined and achieved as below 

1. Successful deployment of the nodes using minimum non-overlap radius (OR) uniformly 

and evenly throughout the network for random deployment. The node size tested 10, 

20, 100, 200, 300, 400, 500, 700 and 900 nodes. 

2. Successful construction the barrier paths from source node on the left side of the region 

to sink node on the right side of the region. Also the proposed MNORDA algorithm 

was succesfull in maximizing the number of barrier formed for all node sizes when 

compared to already existing works 

3. Once the barrier paths are formed, maintaining the barrier for longer operating time is 

one of the prime requirement. Therefore the lifetime of each barrier should be as high 

as possible. MNORDA algorithm has achieved a considerably more lifetime when 

compared other state of art works. 
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4. Once the complete network has been formed, providing information of every node to 

every other node helps in discovering the complete network. For this adjacency matrix 

for every node is constructed, entries of which represents the information of 

neighboring node the current node has.  

5. Adjacency matrix helps in identifying the isolated nodes in the network and switching 

off these isolated nodes will reduce the overall power consumption of the network and 

thereby increasing lifetime. To identify an isolated node, the adjacency matrix of that 

node will have all 0’s in its rows and columns.  

6. MNORDA algorithm identifies the shortest paths in the network in terms of distance 

between source and sink nodes and also in terms of number of nodes in each path. 

 

The methodology adopted to achieve each objective so defined is explained in detailed manner 

in the subsequent chapters. The MNORDA algorithm developed to achieve the objectives have 

functions associated with it which are called and executed whenever required. Example 

networks are considered where ever necessary. The process of generating adjacency matrix is 

also explained followed by the novel technique of minimizing the packets exchanged in the 

network. Construction of barrier paths followed by the technique of identifying the shortest 

path in terms of number of nodes and distance has been presented. 

 

Simulation results of MNORDA in comparison with the other existing state-of-art works were 

performed. MNORDA has outperformed its counterparts by a good margin for the following 

parameters. 

 

1. Computing maximum number of barriers formed for different node size: Number 

of barriers formed was almost 3 times more showing an improvement of 300% for node 

size of 100 when compared to other algorithms. For node size of 200, 300, 400 and 500, 

MNORDA outperformed it counterpart algorithms AHVGB, MobiBar and DDABC by 

a great margin and the only algorithm which was close to MNORDA is CBCDLA. 

2. Power consumption in terms of number of packets exchanged between nodes for 

different node size: Here as number of barriers formed in MNORDA therefore the 

number of packets exchanged were also more than other algorithms. Given a trade-off 

between number of barriers and number of packets exchanged, it is guaranteed that 

MNORDA will perform better. 
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3. Termination time of the algorithm for different node size: MNORDA was the 

fastest algorithm to converge in finite time for node size of 100, 200, 300 and 400. 

Minimum time taken by the algorithm to converge was 0.5 seconds for network of 100 

nodes and maximum time taken was 37 seconds for 400 nodes. No other algorithm was 

close to the performance of MNORDA. 

4. Lifetime estimation of barriers for different node size: Lifetime of the network is 

estimated in terms of number of weeks. The lifetime obtained by MNORDA ranges 

from 20 weeks for 100 nodes to 120 weeks for 500 nodes 

5. Sensor Utilization for different node size: To calculate number of sensors utilized in 

forming barriers to the number of sensors deployed, number of sensors in each path are 

computed and then added to obtain sensor utilization. MNORDA outperforms MDP, 

BCA and TOBA algorithms by a minimum of 20% to maximum of 50% for 300 nodes 

and by minimum of 4% to maximum of 34% for 600 nodes.  

 

6.1 Highlights of proposed MNORDA algorithm 
 

The proposed algorithm covers the gaps provided by literature survey by offering some novel 

features. This algorithm is a pre-deployment processing algorithm where sensors once 

deployed need not be moved. All the sensors have Omni-Directional communication capability 

that guarantees formation of maximum barrier paths for the given number of sensors while 

providing information of every node in the network to every other node. MNORDA algorithm 

can work for both homogeneous and heterogeneous sensing range. Identification of isolated 

nodes allows enhancing the lifetime of network by switching off these nodes permanently.  

 

6.2 Future Scope 

 

In future scope, research can be extended to try to minimize the number of packets exchanged 

between the nodes which help in enhancing the operating lifetime of network. Research can be 

further extended to propose a trade-off value between number of barrier formed and number of 

packets exchanged so that this trade-off defines optimal value in the network.  

At the level of the research can be extended to work on design and implementation of forest 

fire fighting robots by forming barrier paths in the fire affected area. One more open design 

problem is to implement consensus technique with the use of drones in finding shortest escape 

path in case of fire as the conflagration of forest fire is still a serious concern. 
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