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Section-A 

 

 

 

Q1. Attempt all the questions                 1 X20= 20 

 

 

i. By studying the repeated cross section of observations, panel data are better suited to 

study the__________. 

 

a. Static change 

 

b. Market change 

  

c. Economic change d. dynamics of change 

 

ii. If the number of observations differs among panel members, we call such a panel an  

 _____. 

a.  unbalanced panel b. balanced panel 

c. Unobserved panel d. Ungrouped panel 
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iii. In panel data econometrics we assume that the X ’s are________________. 

 

a. Zero b. 0 to 1  

c. Nonstochastic d. 0 to -1 

 

 

iv. The composite error term ωit consists of two components, εi , which is the cross-

section, or individual-specific, error component, and uit, which is the combined time 

series and cross-section error component.  

 

a. True b. Partly true  

c. False d. none of the above 

 

 

v. In ECM, the intercept β1 represents the mean value of all the _________intercepts. 

 

a. Panel b. cross-sectional  

c. time d. non of the above 

 

vi. The sum of the random effect values is always_______. 

 

a. 0 b. 10 

c. 1 d. 11 

 

vii. To decide between fixed or random effects model one can run a _______where the 

null hypothesis is that the preferred model is random effects vs. the alternative the 

fixed effects. 

 

a. HP test b. BP Test 

c. LM test d. Hausman test 
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viii. The LM test helps you decide between a random effects regression and a simple OLS 

regression. 

a. Strongly agree b. Not correct 

c. very weakly agree d. can’t be said  

 

ix. Random effect model is known as _____________. 

a. ECM b. GLS 

c. WLS d. OLS  

 

x. In random effect model the individual differences in the intercept values of each 

company are reflected in the __________________. 

a. Slope coefficient b. Dependent variable 

c. Intercept d. error term 

  

 

xi. Stochastic (Random) Process is the collection of random variables ordered 

in__________.  

 

a. Space b. Time 

c. Variables d. Panels 

  

 

xii. If Xt ∼ I(d1) and Yt ∼ I(d2), then Zt = (aXt + bYt) ∼________________, where d1 < 

d2. 

 

 

a. I(d1+ d2) b. I(d2) 

c. I(d1-d2) d. I(d1* d2) 

 

 

xiii. R2 > d is a good rule of thumb to suspect that the estimated regression is________, as 

in the example above. 

 

a. Perfect fit b. Non-spurious 

c. Spurious d. Stationary 
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xiv. Which one is a random walk with drift model? 

 

a. Yt = β1 + β2t + δYt−1 + ut b. Yt = β1 + δYt−1 + ut 

c. Yt = δYt−1 + ut d. Yt = β2t + δYt−1  

 

xv. In conducting the DF test it is assumed that the error terms ut are___________.  

 

a. Fixed b. Uncorrelated 

c. Zero d. correlated   

 

xvi. In which of the following models, the intercept varies across subjects but remains 

time-invariant?   

a. Pooled OLS model b. Fixed effect least-square dummy 

variable model 

c. Random effect model d. None of the above 

  

 

xvii. In which of the following models, the intercept varies across subjects and over time?   

a. Pooled OLS model b. Fixed effect least-square dummy 

variable model 

c. Random effect model d. None of the above 

  

 

xviii. The H0, we test using Hausman statistics is that     

a. FEM and REM estimators differ 

substantially 

b. FEM and REM estimators are equal 

to zero 

c. FEM and REM estimators do not 

differ substantially 

d. FEM and REM estimators are not 

equal to zero 
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xix. Under which of the following conditions, we find REM estimators to be more 

efficient than FEM estimators, assuming that all underlying assumptions are 

satisfied?     

a. When N is large and T is small b. When N is small and T is large 

c. When N is same as T 

 

d. In all case 

  

 

xx. Pooled OLS regression model is also known as     

a. Constant coefficient model b. Constant variance model 

c. Constant intercept model 

 

d. None of the above 

  

 

Section-B 

 

Answer any four questions                                    5 X4= 20 

 

Q2.  What is a white noise process? Explain. 

Q3.  What is nonstationary time series? Write down all three models of nonstationary time 

series.  

Q4.  What is unit root stochastic process? Explain. 

Q5.  What do you mean by integrated stochastic process? Explain. 

Q6.  What is spurious regression? Explain. 

 

Section C 

 Answer any two questions               2 X 15 = 30 

Q7.  Explain the procedure of fixed effect model with all coefficients vary across individuals. 

 Q8.  Nominal GDP of given eight country is estimated using the following oil prices and oil 

consumption. 

GDP 

(Current US$) 

WTI 

($/bbl) 

BRENT 

($/bbL) 

OIL CONSUMPTION 

 (thoushand barrels\day) 

Y1it X2it X3it X4it 
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a) Write which model of panel data analysis produce following result. 

 

b) Interpret the above results. 

Q9. In input-output model distinguish between: 

a) Transaction Matrix 

b) Technology Matrix 

c) Leontief Matrix 
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Section D 

 

Q10. Answer only one question       1 X 30 = 30 

 

I. What is input-output analysis? Briefly explain with example the steps involved in input-

output analysis. 

OR 

II. Summery statistics and stationarity test results of oil consumption (OC) are given below.  

 

Interpret the given results with justification. 

a) Summary Statistics 

  

   

b) Results of Stationarity tests: Graphical Method 
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c) Dickey-Fuller test for Unit Root 

 

 

 

d) Phillips-Perron test for unit root 
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e) Augmented Dickey–Fuller (ADF) test for Unit Root 

 

 


