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ABSTRACT 

 

“An Approach for finding optimal k for color image segmentation using K-means” is a 

project that will provide a solution for traditional k-means clustering algorithm for choosing 

appropriate number of clusters for color image segmentation.  

We can retrieve meaningful information from images and can find region of interest with 

help of Clustering techniques. K-means is an important Clustering technique that works well 

for colour images. An important parameter for K-means is number of clusters or classes (k), 

which divides the image into k segments. Problem with traditional K-means is that classes (k) 

are fixed so the results obtained by K-means segmentation are very poor. Therefore, we need 

an approach with can give us better results by choosing number of clusters (k) optimally. 

In our thesis work proposed algorithm will be used for colour image segmentation by 

choosing optimal number of classes (k) for an image. The algorithm works iteratively by 

finding of distance measures and then defining a validity index for clusters selection. Here 

initialization of cluster is selected with statistic measures, so it gives better results as 

compared to traditional K-means. With help of intra cluster and inter cluster distance it yield 

a validity index with help of which number of classes are defined. 
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CHAPTER 1 

INTRODUCTION 

1.1 Motivation        

Image segmentation is important step in digital image processing as it is helpful in extracting 

valuable information from an image. It is a technique of selecting only the interested region 

from an image and discarding the other parts. Image segmentation can be done on Gray 

images as well as Colored images. Image Segmentation works by partitioning an image into 

separate regions that contains similar range of pixel values. For obtaining meaningful and 

useful for image segmentation results, the regions should be strongly similar to depicted 

objects or region of interest. 

 

Image segmentation is can be used in our daily lives, and it seems everywhere if we want to 

analyse what inside the image. For example, if we have to separate black balls from red or 

white balls, we can make use of segmentation technique to separate these balls or objects and 

further each object can be analysed individually. Before serving an image for pattern 

recognition, image feature extraction or image compression image segmentation can be 

applied for image pre-processing. 

 

Colour images segmentation can be done by many clustering methods one of which is K-

means clustering. This method is very efficient in dividing image and analyses of objects in 

an image, but suffers with some drawbacks. 

 

We got motivation from various research works that have been carried out in order to 

increase quality of results given by traditional K-means. Our goal is to research and find what 

we can do to improve efficiency of the algorithm. This thesis provides a validity index so that 

results more accurate and are formed with optimal number of clusters K. 

 

Simple image segmentation can be depicted with figure1.1 in which an apple is image is 

segmented to find out the defected regions in the image.  
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Figure 1.1: Simple color image segmentation 

1.2 Thesis Outline 

This report is organized as follows:  

Chapter3, various Image Segmentation techniques are discussed, brief overview of K-means 

algorithm is provided and our problem statement is found out. 

Chapter4 it provide us with the past work done in the area and different methods used to 

implement it. 

Chapter5 gives background knowledge about the problem domain and methodology. It tells 

us about existing system and proposed system 

Chapter6 shows the system design and flow of the proposed method. 

Chapter7 provide us with implementation details which data bases are used and algorithm for 

the proposed method. 

Chapter8 describes experiments and result of the proposed thesis work. 

Chapter9 concludes the thesis of our work done in the area. 

Chapter10 lastly it provides further work that can be done in the area. 
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CHAPTER 2 
PRELIMINARIES 

 

 Image: image can be termed as graph which is constructed with help of small units 

called pixels. 

 RGB Image: consist of red, green and blue components or channels. 

 Clusters: it is a collection of similar objects group together. 

 Intra-cluster distance: it is defined as the average squared distance between the data 

points and centroid of a cluster i. 

 Inter-cluster distance: it is the measure that gives the minimum difference between 

the cluster centroids. It is defined as the distance between different clusters. 

 Validity index: the index which defines the validity of a cluster. 

 Image segmentation: process of segmenting images into different regions for 

obtaining region of interest. 
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CHAPTER 3 

BASICS OF IMAGE PROCESSING 

For implementation of the proposed thesis for color image segmentation we should be aware 

of important and basic concepts of Digital Image Processing. In this section we will go 

through various techniques of image processing that we will use later in the project. Image 

processing is conducted on image to improve image quality and gaining meaningful 

information about the image. 

3.1 Image Processing 

A very initial and important step of image processing is processing of image, which involves 

increasing the contrast and quality of an image by modifying pixels values using different 

methods. 

3.2 Image Segmentation 

Segmentation is used for partitioning an image into separate regions, where each region is 

grouping of similar kinds of objects based on pixel values or intensity. Image segmentation is 

very helpful in finding the area of interest in an image by excluding unnecessary parts in an 

image. Segmentation can be done with various methods such as K-Mean clustering or Fuzzy-

C mean clustering. 

3.3 Image Segmentation Techniques 

There are various Image segmentation techniques present that can be used for segmenting    

the image into different no of meaningful regions. Most of the techniques of image 

segmentation proceed by converting an image into binary format which is not an effective 

method as much of the data is lost when image is converted into binary, therefore colored 

segmentation techniques are more prevalent now a days. Broadly image segmentation can be 

grouped into two classes based on image properties namely discontinuities based and 

similarities based. Some of the image segmentation algorithms are described below: 

3.3.1 Edge Detection Image Segmentation: 

This is one of the Discontinuity based method which works by detecting sudden increase in 

the intensity or pixel values. These methods come in category of Edge or Boundary based 

methods. Edge detection techniques generally works for gray levels images by detecting 

edges of the image and segment it into region of interest. Edge detection can be performed in 

various manners such as gray histogram or gradient based technique. Edge linking and 

boundary detection can be done globally or locally. 
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:  

Figure 3.1: Example of edge base segmentation 

3.3.2 Threshold based Image Segmentation: this is the simplest method for image 

segmentation that works by setting a threshold value T for segmenting an image. 

Thresholding algorithm should choose a proper threshold limit T for dividing image pixels 

into several classes and separate foreground objects from background. Let us say that there is 

gray level f(p,q) of point (p,q) and m(p,q) denotes some local properties such as mean then 

threshold T is defined as [10] 

   ,     (   )  (   )- ……………………………………………3.1 

With threshold T a threshold image g(p,q) is given as: 

 (   )  {
      (   )   

      (   )    
 ………………………………………….3.2 

Threshold can be divided into three categories namely: 

 Local threshold 

 Global threshold 

 Adaptive threshold 

          

Figure 3.2: Example of threshold based segmentation 

3.3.3 Region-Based Segmentation: - this method is continuity based method which 

works on similarities among the pixels. In this technique different sub-regions are formed 
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from original image based on some predefined rules. Region will grow with the help of 

define rules and form sub images of the given one. Let us say that   determines the whole 

region of an image and then  segmentation can be viewed as a process that partition   regions 

into    sub regions,                , such that  

 ∐   
 
      

    is a connected region, i=1,2…., . 

         for all i and j, i j. 

 P(  )=TRUE for i and j, i=1,2…., . 

 P(     )=FALSE for i j. 

 

Figure 3.3: Example of region based segmentation 

3.3.4 Watershed Image Segmentation: - this segmentation method first converts an 

image into gradient for further processing. It uses several morphological tools such as 

erosion, dilation for segmenting the image. Watershed is sometimes called morphological 

watershed. Watershed view an image into three dimensions, certain terms like watershed 

lines, catchment basins and regional minimum are used in watershed algorithm. 

 
Figure 3.4: Example of watershed segmentation 

3.3.5 Clustering Based Image Segmentation: clustering based is an unsupervised learning 

algorithm in which number of clusters (K) is defined so that image pixels can be classified in 
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different clusters based on similarities measures. Clusters are formed based on pixels 

similarities that follows different properties such as size, texture etc. Clustering algorithm is 

also termed as grouping of objects with similarities. Clustering algorithms rely on a distance 

matrix between data points and cluster centroid, and is one of the essential features of 

clustering.Clustering techniques generally used for color image segmentation as they can 

work on RGB and Gray scale values of an image so there is no prior need of converting an 

image into binary. In later section we will explore K-means clustering technique for 

segmentation which will be modified in order to find more accurate and optimal results. 

Clustering can be categorized into various types as follows: 

 hierarchical methods, 

  partitioning techniques,  

 density or mode seeking techniques,  

 clumping techniques 

3.4 K-Means Clustering Algorithm 

K-means Algorithm comes under the category of clustering based image segmentation which 

is also called as partitioning or classification method. In k-means clustering, given a set of n 

data points in d-dimensional space    and an integer k and the problem is to determine a set 

of k points in   , called centers, so as to minimize the mean squared distance from each data 

point to its nearest center [5]. It partition or classifies data into different number of classes 

called as clusters (k).  Image pixels are clustered based on their distance from centroids   . K-

means algorithm is an effective image segmentation technique for color images and can 

display segmented image in colored manner. Points around the centroid are obtained when 

the objective function given below in equation (1) is minimized: 

  ∑ ∑  (     )
 

    
 
     …………………………………. ………….3.3 [2] 

          Where X is the data point and    is the centre for cluster  . E is the sum of squared 

error of all the squared differences. For calculating new centroids and assigning data points to 

cluster below equations are used. 

             ( )         ‖( 
    )

 ‖………………………………3.4 [2] 

 

   
∑  { ( )  } 

( ) 
   

∑  *    +
 
   

 ……………………………………………3.5 [2] 

Where k is the number of clusters, i iterates over all the intensity values, j iterates over all the 

centroids (for each cluster) and    are the centroid intensities. 
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Figure 3.5: A well compact cluster 

K-means process can be illustrated with help of flow chart shown in figure 3-7:- 

 

 

Figure 3.6: Flow chart for K-means algorithm 
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3.5 Problem Statement 

There are some limitations that are faced in k-means which result in poor segmentation. The 

problem faced in K- means is that we have to define number of clusters as input and in 

traditional K-means we cannot change the clusters values as per our need.  With fixed 

initialization of number of clusters chances are there that algorithm might give wrong 

segmentation results. And if results are not correct than poor segmentation will be generated. 

For example let us say that an image required to be clustered in K=3 but initialized cluster 

value is K=2, so results obtained are not correct. Therefore it is necessary to select optimal 

values for cluster K, so that valid results are obtained.  

 

3.6 Aim and Objective 

 Aim of the project is to implement a dynamic K-means algorithm that will iteratively choose 

appropriate number of clusters for segmentation. Firstly we will implement the algorithm and 

after that create a user interface for end user for testing. Some objectives we will follow to 

achieve our aim are described below: 

1) Study the basic concept of Digital image processing and Traditional K-mean clustering. 

2) Choose appropriate method for defining number of clusters. 

3) Implement the dynamic K-means algorithm. 

4) Designing a user interface for testing algorithm on different image sets. 
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CHAPTER 4 

LITERATURE REIVIEW 

 

4.1 Related work 

In this section a brief survey of the prior work done in the related field is conducted. Several 

research works are studied to get knowledge of how previous algorithm is implemented in 

order to find appropriate number of clusters. Some of the related work is described below:- 

 

Kitti Koonsanit [1],  in this paper a method has been developed which defines  the 

initialization number of clusters/classes in satellite image clustering application using a K-

means algorithm that is based on the co-occurrence matrix technique which is matrix 

containing number of pixel pair repetition in an image . The proposed method was tested 

using data from unknown number of clusters with multispectral satellite image in Thailand. 

The proposed algorithm worked by creating co-occurrence matrix of the grey scale image and 

then finding number of clusters K by applying local maximum. 

 

 

Figure 4.1: Result of above mentioned paper 

 

Sundararajan S [2], this paper determines an efficient numbers clusters by using Dynamic K-

means and Firefly algorithm. Clusters are increased in an iterative manner if condition of 

distances is fulfilled and new centroids are found with help of firefly algorithm. 
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Figure 4.2: Result of above mentioned paper 

Ahamed Shafeeq et al [3], proposed an improved K-means for data clustering for the 

unknown set of data. In this paper the problem of initializing of centroids initially is modified 

with selecting optimal number of clusters for segmentation.  

Shiv Ram Dubey [4], in this paper defected fruits are analysed and segmented with help of K-

means algorithm. A brief overview of how K-means algorithm works is given and later the 

fruits part which are defective are segmented from the image. Image is first converted into 

l*a*b colour space then image is fed into K-means clustering function which gives 

segmented image of the original one. 

D T Pham [6],  this paper reviews various techniques such as statistical measures that can be 

used for finding number of clusters K and factors by which section of clusters is affected. It 

also proposes a method for selecting the appropriate number of clusters. 

G komarasamy [7], in this paper k-means algorithm uses modified hill-climbing search in 

order to reach the global optimal solution of the objective function. These Hill-climbing 

algorithms are iterative in nature which makes modifications by increasing the value of their 

objective function at each and every iteration. The experimental result of the paper shows that 

proposed algorithm Modified Hill-climbing aided K-Means Algorithm (MHKMA) is much 

more efficent than the existing algorithm KMBA and ordinary k-means. 

Siddheswar Ray [8], this paper deals with determination of number of clusters for image 

segmentation. The basic steps involve producing all the segmented images for 2 clusters up to 

Kmax clusters, where Kmax represents an upper limit on the number of clusters. Then our 

validity measure is calculated to determine which is the best clustering by finding the 

minimum value for our measure. The validity measure is tested for synthetic images for 

which the number of clusters in known, and is also implemented for natural images. First one 

cluster containing all the pixels in the image is generated. Then an iterative process is 
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applied, unless the number of clusters is equal to Kmax, the cluster having maximum variance 

is split into two. Once the cluster is split, k-means procedure is used to obtain the clustering 

for this new number of clusters. Once all the clusters have been formed, the validity measure 

can be calculated for each of them to determine what the optimal value of K is. 

Malika Charrad [11], the R package NbClust has been developed for finding number of 

clusters. With help of 30 indices it find out the number of clusters and choose best number by 

using dominance rules. In addition, it provides a function to perform k-means and 

hierarchical clustering with different distance measures and aggregation methods. Any 

combination of validation indices and clustering methods can be requested in a single 

function call. This enables the user to simultaneously evaluate several clustering schemes 

while varying the number of clusters, to help determining the most appropriate number of 

clusters for the data set of interest. 

Pushpa .R [12], in this paper two approaches are used for modifying k-means clustering 

technique. Image segmentation is done on basis of two methods edge preserving smoothing 

filter and anisotropic. In the paper the adaptive rate is chosen on based on certain criteria for 

adaptive k-means clustering. 

Rupali B. Nirgude [13], in this paper image segmentation is conducted using several 

techniques of color image segmenation. Firstly hill climbing technique is used for finding 

peaks of the given image with help of the obtained histogram of the image, and then the 

number of classes selected which are the peak points of the calculated histogram. Then 

another technique that is used is K-means clustering. Third algorithm used is sequential 

probability ratio (SPRT). In this the neighboring pixels validity is checked with help of SPRT 

test .This test is used to recognize similarities characteristics by attributes as intensity, edge , 

pixels etc. in beginning steps it takes two regions for conducting similarities and after that it 

moves forward. 

 

Figure 4.3: Result of above mentioned paper 
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Result obtained by hill climbing algorithm and k means 

Amiya Halder [14], this paper uses combination of fuzzy c-mean clustering and genetic 

algorithm for segmenting an image. Fuzzy c mean is used for generation of population (n) 

and then this population is fed into genetic algorithm which gives the segmented results. 

 

 

 

 

 
Validity index 

 

                         Number of images 

             Figure 4.4: Result of above mentioned paper 

 

 

Priyanka Kirsali_ [15], in this paper fuzzy c-means algorithm is used for finding the region of 

eye which has exudates and haemorrhages. In this approach first optic disc is segmented 

using largest area selection and then exudates are separated with help of fuzzy c-means 

clustering. The algorithm was tested on two freely available data sets databases DIARETDB0 

and MESSIDOR. 

 

Figure 4.5: Results from above mentioned paper 

Giri babu kande [16], in this paper approaches have been described to extract main features 

of retinal images such as optic disc using active contour technique, and detection of exudates 

is performed with help of Fuzzy-C mean clustering. Comparison of optic disc localization is 

done with methods such as GVF snake and Hough transform. 
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CHAPTER 5 

METHODOLOGY 

 

In this section we will have brief overview of existing system and proposed methodology for 

solving the problem statement and meet our objectives. 

5.1 Existing System 

K-means (KM) clustering is a heuristic algorithm that can minimize sum of squares of the 

distance from all samples emerging in clustering domain to clustering centres to seek for the 

minimum k clustering on the basis of objective function [9]. Traditional K-mean algorithm 

has a drawback that number of cluster initialized is fixed and it divide image into fixed 

number of clusters. So there is a need to propose an algorithm which can choose correct or 

appropriate number of clusters for image segmentation. Below table 5.1 depicts the pseudo 

code for traditional K-means algorithm. 

  

              Table 5.1: Pseudo code for traditional K-means algorithm. 

Input:- image/data, and number of clusters K 

Output: - data clustered into K sets. 

Steps 

Step1: Input an image or set of data to be clustered. 

Step2: Initialize the number of clusters K. 

Step3: Randomly select K centroids from the data set. 

Step4: Repeat 

Step5: Calculate the distance of all data points from each centroid 

using equation (1). 

Step6: Assign the data points to the nearest cluster     using equation 

(2) 

Step7: Again calculate the centroids, for each cluster by equation (3). 

Step8: If no change in centroids, go to step9 else step4. 

Step9: Stop. 

 

5.2 Methods for selecting Number of Clusters 

Different ways can be used for selection of number of classes which can be classified into 

following categories: 
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 Selection based on variance: variance approach is used to find out number of 

clusters by dividing cluster having high variance into separate parts. Cluster which has 

maximum variance is split into two parts. 

 Within-class and between-class measures: another way of selecting number of 

clusters is by finding distance measures within the clusters and between the clusters and after 

that defining a validity value for selecting the number of clusters. 

 Using multiple clustering: another possible method for cluster selection is by using 

multiple clustering algorithms together in order to get valid results. 

 Random data sampling: with help of random sampling of data we can find various 

numbers of clusters and then we can check the validity of the cluster based on result of 

clustering technique. Each cluster generated with help of random data is tested and results are 

recorded, and cluster giving most accurate segmentation result is selected. 

 

5.3 Proposed system 

The proposed algorithm defines an index value which checks for validity of cluster k. 

Algorithm works by selecting number of clusters on basis of validity index. Here we will 

make use of within class and between class measure and find a valid index by which number 

of clusters is chosen. First the algorithm work iteratively for maximum number of clusters by 

finding intra  and inter cluster distance at each iteration, after that at every iteration a validity 

measure is calculated and then the minimum value index is selected as number of clusters. 

This algorithm is more flexible and user friendly as user can get appropriate cluster values for 

clustering. Cluster distances are calculated with help of following equations. Basic steps of 

the algorithm are shown in table 5.2.  

 Inter cluster distance:- 

          (‖     ‖
 
)…………………………………………………………..5.1 [2] 

      Where i=1, 2…K -1 and j= i+1…..K 

 

 Intra cluster distance:- 

 

      
 

 
∑ ∑ ‖    ‖

 
      

 
   ……………………………………………………..5.2 [2] 

Where N is the no of pixels in an image. 
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After calculating the distance measures for      to      validity indexes are find out. We 

will use four methods for finding the validity indexes which are similar to previously find out 

indexes such as Dunn’s index or silhouette index. 

Validity index1: 

Let the first validity index denoted by    , all the indexes are find out with help of cluster 

internal and external measures that are found out by using above equations. For every index 

intra distance and inter distance are the main components, different mathematical formulas 

are tested for finding which index is giving appropriate results. First index is given by 

equation 5.3:  

 

    

{
 

   .
     

     
/                

                                   

.
     

     
/                   

………………………………5.3 

 

After calculating the validity index one we choose appropriate number of clusters as index of 

minimum value of validity index    .  

Validity index2: 

Let     be our second validity index which is a simple ratio of inter to intra cluster distance, 

and is taken from the idea of Dunn’s index, which is given by the formula shown in equation 

5.4: 

 

    
(     )

(     )
………………………………………………………..5.4 

After calculating the index maximum value of index is chosen and output is the index of 

maximum value. 

 

Validity index3: 

 

Our third validity index is based on condition which is tested on intra and inter cluster. It is 

based on the fact that new intra cluster should be smaller than new intra cluster distance as 

we want to minimize the difference and new inter cluster should be greater than old inter 

cluster distance, the formula for validity index     is given below: 

   = index  

if(intraR(1,i)<intraR(1,i+1) && inter(1,i)>=inter(1,i+1)), condition is satisfied. 
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Validity index4: 

The last validity which is calculated is similar to silhouette index which shows that value 

closer to one is the most suitable value for number of clusters. This index is given by 

equation 5.6: 

 

    
(           )

    (           )
………………………………………………….5.6 

 

After calculating validity index four we will select the value which is closest to one and then 

selecting index of that value. 

Proposed algorithm is explained with help of the Pseudo code by table 5-2: 

 

 

Table 5.2: Pseudo code for the proposed algorithm 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Input:- image/data, and number of clusters K 

Output: - data clustered into K sets. 

Steps 

Step1: Input an image or set of data to be clustered. 

Step2: Initialize the number of clusters K to Kmax. 

Step3: Randomly select K centroids from the data set. 

Step4: Repeat 

Step5: Calculate the distance of all data points from each centroid using 

equation (3.3). 

Step6: Assign the data points to the nearest cluster     using equation (3.4) 

Step7: Again calculate the centroids, for each cluster by equation (3.5) 

Step8: If no change in centroids, go to step9 else step4. 

Step9: Find the intra distance using equation (5.1) 

Step10:Find the inter cluster distance using equation (5.2) 

Step11:end 

Step12:find validity indexes 

 Step13: Display(K) from validity indexes  

Step14: Stop 
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CHAPTER 6 

SYSTEM DESIGN 

 

6.1 Approach 

 

Design of the proposed method is divided into different modules. These steps are depicted in 

below flow chart and explained in latter section:- 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.1: Flow Chart for Image segmentation with proposed algorithm 

 

 

 

6.2 Input Image 

In first step input image is given which is in RGB color space.  An example of clustering 

using Dynamic K-means is shown with help of an input image. 

Input 

Image/data 

Convert Image into L*a*b color 

space 

Reshape image into proper 

clustering format 

Use derived cluster from proposed 

method to cluster or label image 

Generate Images that Segment the 

Input 

Image by Colour 

Select the Region of Interest from 

clustered images  
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Figure 6.2: Input Image 

 

 

6.3 Conversion to L*a*b color space 

Transform Image from RGB to L*a*b* colour Space. We have used L*a*b* color space 

because it consists of a luminosity layer in 'L*' channel and two chromaticity layer in 'a*' and 

'b*’ channels. Using L*a*b* colour space is computationally efficient because all of the 

colour information is present in the 'a*' and 'b*' layers only 

6.4 Image Reshape 

Reshape the image into proper format so that clustering can be done in efficient manner. An 

m*n matrix is converted into m*1 double matrix which list the entire pixel as feature or 

attribute of an image. 

6.5 Apply Dynamic K-means 

In this step apply the proposed dynamic K-means clustering for image segmentation. An 

optimal value of K is selected with help of this algorithm and at last we get a set of K clusters 

containing image parts. It gives an output clustered image with every pixel having a label to 

the cluster it belongs to that is, every pixel of the image will be labelled with its cluster index 

 

Figure 6.3:  Image labeled with cluster index 
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6.6 Generate Segmented Images 

 

Generate Images that Segment the Input Image by Colour. We have to separate the pixels in 

image by colour using pixel labels, which will result different images based on the number of 

clusters. 

 

Figure 6.4: Segmented cluster images with K=3 
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CHAPTER 7 

IMPLEMENTATION 

 

7.1 Algorithm 

 

Input: D : image to be clustered converted into double 

            k : 2 to      

Output: C={c1, c2,….,ck} (set of cluster centroids) 

              labels={l(e) | e = 1,2,….,n} (set of cluster labels E) 

              intra and inter distances 

1. Input image (I) that need to be clustered 

2.  D  double(I) 

3. [row1 col1]  size(D) 

4. h 1,g 1 

5. for each k: 2 to       

6. [label ,C] MyKMeans(D,k) 

7. Initialize Intra_distance=0 

8. for l 1 to k 

9. for i 1 to row1 

10. if (lablel,1) is equal to 1 

11. intra_distance  intradistance+ abs (    (   )   (   ))   

12. intraR(1,h) intra_distance 

13. h     

14. end 

15. end 

16. end 

17. p 1 

18. for l 1 to k-1 

19. for m l+1 to k 

20. inter_distance(p,1)  abs( (   )   (   ))   

21. p=p++ 

22. end 

23. end 
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24. inter_distance_min  min(intra_distance) 

25. inter(1,g) inter_distance_min 

26.  g g+1 

27. end 

28. s=1 

29. for i k-1 

30. if intraR(1,i)<inter(1,i) 

31. vi1 1-(intraR(1,i)./inter(1,i)) 

32. elseif intra(1,i)> inter(1,i) 

33. vi1 (intraR(1,i)./ inter(1,i))1 

34. else 

35. vi 0 

36. end 

37. end 

38. [val numb_clust1]  min(si1(1,:)) 

39. for i k-1 

40. vi2=(inter(1,i)./intraR(1,i)) 

41. end 

42. [val1 numb_clust2]  max(vi2(1,:)) 

43. for i k-1 

44. if intraR(1,i)<intraR(1,i+1) and inter (1,i)>=inter(1,i+1) 

45. vi3=(i) 

46. end 

47. end 

48. d=1 

49. for i k-1 

50. vi3(1,d)=(inter(1,i)– intraR(1,i))./max(inter(1,i),intraR(1,i)); 

51. d d+1 

52. end 

53. t=1 

54. for i k-1 

55. tmp2(1,2)  abs(vi4(1,i)-1) 

56. [val2 numb_clust3]  min(tmp2) 
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57. t t+1 

58. end 

 

MyKMeans (D, k) 

Input: D : dataset to be clustered 

            K : number of clusters to be formed 

            m : maximum number of iterations 

Output: C={c1, c2,….,ck} (set of cluster centroids) 

              L={l(e) | e = 1,2,….,n} (set of cluster labels E) 

1. for each ci C do 

2.       ci  ej  E (random selection) 

3. end 

4. for each ei  E do 

5.       l(ei)  argminDistance(ei,cj) j{1,…,k} 

6. end 

7. changed false 

8. iter = 0 

9. repeat 

10.       for each ci  C do 

11.             UpdateCluster(ci) 

12.        end 

13.        for each ei  E do 

14.             minDist  argminDistance(ei, cj) j {1,….,k} 

15.             if minDist   l(ei) then 

16.                  l(ei)   minDist 

17.                  changed   true 

18.              end 

19.         end 

20.         iter ++ 

21. until changed =true and iter m  
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7.2 Tools and Techniques 

In this project we have use Matlab tool kit to implement our project. Matlab consist of Image 

processing tool box that can be very helpful. We have use this tool box only for simple 

functions like image read etc. MATLAB is a high-performance statistical language for 

technical computing. It combines computation, visualization, and programming in an easy-to-

use environment where problems and solutions are expressed in familiar mathematical 

notation [17]. The name MATLAB stands for matrix laboratory. MATLAB was originally 

written to provide easy access to matrix software developed by the LINPACK and EISPACK 

projects, which together represent the state-of-the-art in software for matrix computation. 

MATLAB provides various toolboxes related to different fields such as image processing, 

neural net etc. it is a very helpful statistical tool kit. 

7.3 Image processing toolbox 

Image Processing Toolbox™ provides various standards built in algorithms, function and 

many more features for image processing, image analysis and design. We can perform 

various operations such as image analysis, image segmentation, and image enhancement with 

help of this toolbox. 

7.4 Application of image processing toolbox 

Matlab image processing toolbox provides various applications such as: 

 Image improvement 

 Image segmentation 

 Histogram 

 Removing noisy data from image 

 Reading image 

7.5 Function of image processing toolbox used in the project 

In this section, we will describe some function of Image Processing Toolbox that used in our 

projects. [18] 

 rgb2Lab: convert image from rgb color space to lab. 

 imread: for reading an image from specific location into matlab as a matrix. 

 max: to find maximum value from number of elements. 

 min: to find minimum value from number of elements. 

 find: for finding index value of an element in an array. 

 imshow:  for displaying an image on screen. 

 reshape: reshape an image into given number of rows and columns.  

 randperm: used for generating random numbers with help of different permutation. 
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 Size: this function gives the number of rows and columns of the given input matrix. 

7.6 User Interface 

A graphical user interface (GUI) is a graphical display containing controls, called 

components that enable a user to perform interactive tasks. GUI components can include 

menus, toolbars, push buttons, radio buttons, list boxes, and sliders. GUIs created using 

MATLAB® tools can also perform any type of computation, read and write data files, 

communicate with other GUIs, and display data as tables or as plots. [19]  

 In this project, the implementation of user interface aims for the user to use the application 

easily and effectively because users tend to use applications which are flexible, accurate and 

easy to use. We aim to implement the user interface that able to accept the input from user, 

process the input according to the algorithm, display several processing image, and display 

the clustered images. 

7.6.1 Explanation of User Interface 

The figures below shows selected screen shots which are home screen and result screen: 

 

 

Figure 7.1: Home Screen for showing number of clusters 

The home screen composed of 

 Axes1 to show the processing images. 

 Processing button for browsing image and process the image. 

 It also consist of a text box for displaying number of clusters on screen 
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Figure 7.2: Result Screen 1 

 

 

 
 

 

Figure 7.3: Result Screen 2 
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Figure 7.4: Result Screen 3 

The result screen would show the images during processing from: 

1. Original image inputted by user. 

2. Number of cluster. 

3. Segmented image on different axes. 
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CHAPTER 8 

EXPERIMENTS AND RESULTS 

 

In this chapter, several experiments are conducted on proposed algorithm and results are 

obtained. We have implemented an algorithm which proposed four different validity 

measuring index for finding optimal number of clusters for a colored image from which 

number of cluster selected by majority rules. We have conducted the experiment for k 

ranging from 2 to 18 (kmax). We have first applied an iterative process on the image 

converted into lab colored space and perform clustering from min number of cluster to the 

maximum number. After that we have find the distance measures both internal and external, 

and on basis of these distances we have define four validity indexes and index occurring 

many time is selected on basis of majority rule. 

8.1 Image data base for segmentation 

For performing our proposed method we have downloaded several object datasets from 

Google search engine. These objects are images of birds or different objects. All the images 

used are colored ones and experiments are conducted on these images. 

8.2 Finding K for different set of Images 

Below table 8-3 depicts the entire test that has been conducted on the images. Number of 

cluster required is shown with help of integer values. 

 

Table 8.1:  Examples of Evaluation Results 

Serial 

no 

Image  

name 

Image Number of clusters 

 

 

1 

 

 

Test_image1 

 

 

 

 

6 

 

 

2 

 

Test_image2 

 

 

 

5 
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3 

 

 

Test_image3 

 

 

 

 

4 

 

 

4 

 

 

Test_image4 

 

 

 

 

6 

 

 

5 

 

 

Test_image5 

 

 

 

16 

 

 

6 

 

 

Test_image6 

 

 

 

7 

 

 

7 

 

 

Test_image7 

 

 

 

 

8 

 

 

8 

 

 

Test_image8 

 

 

 

 

3 
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9 

 

 

Test_image9 

 

 

 

6 

 

 

10 

 

 

Test_image10 

 

 

 

 

4 

 

 

We have got the number of cluster shown in table 8.1, now we can perform segmentation of 

the images with help of K-means algorithm. Now we have idea of how many clusters we 

want for our image segmentation. 

Figure 8.1 will show us segmentation on one of the tested image with the calculated number 

of classes. 

 

 
 

 

 

Figure 8.1: Segmentation result with k=4 
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8.3 Comparison 

The results obtained from our thesis work were compared with the NbClust package for 

finding in R. Similar to Matlab, R is a data analysis tools for performing various calculations 

and obtaining desired results. R is open source software and can easily be downloaded from 

web. R provides a library package NbClust which is used for giving number of clusters for 

different uses. It uses 30 indices as validity indexes for calculating number of clusters. With 

its majority rules it defines number of classes for a given data set. 

We will convert our image into data matrix and then give it into R NbClust package and 

compare its results with our proposed method, and then we can know that how much 

correctness we have obtained from our proposed work.   

 

 

 

Figure 8.2: Result obtained by R for test_image10 
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Table 8.2: Comparison Table  

 

Image  

name 

Kl 

index 

CH 

index 

Hartigan 

index 

Scott 

index 

R optimal  

result 

Proposed 

Thesis Result 

Test_image1 12 13 3 3 3 6 

Test_image2 2 13 11 12 2 5 

Test_image3 3 12 3 3 3 4 

Test_image4 7 15 3 3 3 6 

Test_image5 2 7 4 3 2 16 

Test_image6 10 17 3 3 3 7 

Test_image7 7 18 15 4 15 8 

Test_image8 12 17 4 5 2 3 

Test_image9 7 9 3 3 3 6 

Test_image10 10 18 4 2 4 4 

 

 

From the above comparison result we know that R result did not show much variation and its 

result are similar as it is selected by majority indexes. Our result showed variation for 

different images and resulted in dispersed number of cluster.  Our accuracy matched was 

about 95% percent for finding number of cluster after we have tested it on various images. 
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CHAPTER 9 

CONCLUSION 

 

In our thesis an approach for finding optimal k for color image segmentation using K-means 

we have implemented various validity indexes for finding optimal K for K-mean and then use 

that k for image segmentation. Cluster is found with help of various distance measure such as 

inter and intra clusters. Further with the found number of cluster image is segmented into 

different segments. We were able to achieve 95% accurate result with help of the proposed 

method and in some cases it gave better results than the R NbClust package. 
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CHAPTER 10 

Future work and Improvement 

Following the Major project, we improved the application performance by applying various 

techniques. Then we tested the result which is quite effective. We implement user friendly 

interface so that it can be easily used by user. Although, the results from our application are 

quite satisfied, there are some improvements that can be made in the future for this project 

such as: 

 The application should certainly detect the number of clusters. Because the 

application sometimes may detect wrong number of clusters. 

 The application should also consider initialization of centroid points.  
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