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Abstract

Cloud computing platforms have been widely proposed and implemented due to the flexibility, scal-

ability, high availability and efficiency. Based on compromised cloud resources, attackers may spam,

disseminate malicious codes, crack passwords and security keys, compromise vulnerable VMs and then

deploy DDoS attacks, deploy botnet command and control, etc. Security has been considered as one

of the top concerns in clouds. Intrusion Detection and Prevention Systems (IDPS) have been widely

deployed to enhance the cloud security.

An intrusion detection system (IDS) is designed to monitor all inbound and outbound network ac-

tivity and identify any suspicious patterns that may indicate a network or system attack from someone

attempting to break into or compromise a system.IDS come in a variety of flavors and approach the goal

of detecting suspicious traffic in different ways.An Intrusion Prevention System (IPS) is a network secu-

rity/threat prevention technology that examines network traffic flows to detect and prevent vulnerability

exploits. Integrating these technologies by using Software-Defined Networking approaches to enhance

the system security in clouds has been the current area of research in companies. In this project, we aim

to establish a comprehensive IPS solution to reconfigure the cloud networking environment on-the-fly

to counter malicious attacks which none of existing works have established.

A complete SDN based IPS solution called SDNIPS (Software Defined Networks Intrusion Prevention

System) that is a full lifecycle solution including detection and prevention in the cloud is the main ob-

jective of the project. The solution proposes a new architecture which uses Snort-based IDS and Open

vSwitch (OVS). Existing countermeasures usually provide add-on and customizable security models, and

consider the cloud can afford the demanded resource. The performance of the entire system is evaluated

by comparing the SDN based IPS solution with the traditional IPS approach from both mechanism

analysis and evaluation. Finally, evaluations of SDNIPS demonstrate its feasibility and efficiency over

traditional approaches.
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Chapter 1

INTRODUCTION

1.1 Introduction

In traditional networks, in order to implement an Intrusion Detection and Prevention

System (IDPS), one always needed to place the device in line with the network flow to

have each packet analyzed as it is being transferred from source to destination through

the network. If a network packet is found malicious, it is dropped from the network.

The procedure of dropping packets is currently the only preventative countermeasure

traditional IPS systems are capable of performing. However, the previous work imple-

mented a system called Snort-Flow, which combined the IDS ability of snort with the

network flow control capability of an Open-Flow switch [1]. The amalgamation would

allow for more preventative measures. A detected intrusion could be operated by simply

redirecting the traffic, blocking specific ports, or more. This is important as with these

additional options, the changing network topology can not only prevent the current in-

trusion attempt detected by Snort, but also impact and hinder any follow-up malicious

activity, which is currently outside the capabilities of packet-dropping IPS.

We will first be implementing the basics of SnortFlow, similar as described in previous

work using Snort and an OpenFlow Controller [1]. We will then implement some im-

provements to that initial design by adding in some additional features. An alert receiver

1



Chapter 1. INTRODUCTION 2

and parser will be implemented in the rule server. A database will be used to store date

related to the action pool, historical events, and current rules. Both of them are used

by the controller to determine the flow of traffic. Well also consider synchronization of

rules between the controller and sensors. Once complete, we expect to have a functional

IPS system that can be deployed to a larger network and be able to control each network

segment using OpenFlow switches in order to take preventative actions against network

intrusions. We will also evaluate how well our final implementation does in terms of

performance and prevention rate. By the end of the project, we aim to complete the

project by building out the environment, implementing the IPS Rule Server to include

the Alert Receiver, the Alert Parser, the database, and the Rule Generator, implement

the IPS on the controller. We also added an event handler in the basic layer 2 learning

switch default example code so that the learning switch can process events created in

the IPS server.

1.2 Motivation

Cloud Computing has made the consumers both excited and nervous as the reduction

in capital cost comes with the expense of loss of direct control thereby increasing risks

in the entire system if not properly secured [2].

Intrusion Prevention is one of the main challenges of Internet security today. Most of

Internets security is hosted on the networks edge [3]. However, the majority of attacks

occur internally. In this scenario, not only an Intrusion Detection Systems, but also a

Prevention System, which takes actions in order to block the attack, is required .Fu-

ture Network is based on the pluralist approach, by allowing distinct logical networks in

the same physical space. In order to obtain this level of abstraction, the virtualization

paradigm is introduced. In a virtualized environment, resources, such as memory, CPU

and bandwidth, are shared between multiple virtual machines. In this context, network

virtualization is achieved, through the usage of virtual machines as network elements.



Chapter 1. INTRODUCTION 3

The architecture proposed in this project provides an Intrusion detection as well as

Prevention System for future networks based on Software Defined Network and its capa-

bility to integrate with the Snort as well as the database to store the upcoming packets

in form of alerts and classify them in terms of the signatures based in IDS of Snort and

then finally reach to a response of either denial of the packet by dropping it or forwarding

it from the controller itself. SDNs plane separation provides more programmability to

control the virtual switches, and therefore, creates a managing environment for an In-

trusion Preventing System. The traditional networks incapability to detect and prevent

the upcoming malicious packet in term of threat in a cloud architecture was the major

source of inspiration to combine the upcoming technologies with the existing Intrusion

and Detection capability of SNORT and the storage capability of the database MySQL

server to prevent further attacks thereby securing the entire system. The project has

been divided into four sub tasks to achieve the aim of detection and prevention of the

threats in cloud environment through Software Defined Networking.

1.3 Organization

The entire report is organized into nine chapters providing an in-depth view of the entire

project accompanied by the proposed design and the analysis of the work. The nine

chapters have been summarized below.

The first chapter provides an introduction to our project i.e. it states what we are

going to perform and what are we expecting from our project. It also mentions what

motivated us to take up this particular project. This is followed by the amendments

we have made to the already existing model. The second chapter entails the literature

study conducted by us which helped us realize the opportunity to contribute to the ex-

isting systems. Also it includes the history of software defined networks and snort, the

intrusion detection and prevention software.
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The third chapter provides a detailed explanation of the problem for which we are

trying to engineer a solution. Further it explains how we comprehend our problem, by

dividing it into several main and sub objectives. These objectives involve segregating

our project into various phases. Assumptions taken into account during the project are

also mentioned in this chapter. Fourth Chapter explains the complete architecture of

the system that we are proposing in order to engineer a solution to the problem stated in

the previous section. Design of the solution is further explained in detail, which includes

various components of our system along with the interactions taking place amongst those

components.

The fifth chapter contains pseudo codes developed for algorithms that are being used

in our project. The next chapter provides a detailed procedure involved in implementing

the various components of our project. The first part deals with the information about

the setup environment. The second part deals with building test environment followed

by implementing the IPS rule server.

The seventh chapter gives a detailed analysis of the results being generated from

various topologies being implemented in the network. Also graphs for various topologies

depicting the efficiency of the proposed system have been incorporated. The chapter

titled conclusion and future enhancements, describes the inferences that can be made on

the basis of various results that have been achieved and the objectives that have been

completed. The last chapter named references provides a list of various References that

have been made throughout the report.



Chapter 2

SYSTEM ANALYSIS

2.1 Related Work

Software Defined Networking is an outlook to computer networking which allows network

administrators to manage network services through abstraction of lower-level functional-

ity. It is achieved by decoupling the Controller that makes decisions about where traffic

is sent (the control plane) from the underlying systems that forward traffic to the selected

destination (the data plane). The inventors and vendors of these systems claim that this

simplifies networking.

The security and integrity of software-defined networking remains unproven and is

particularly infected by perpetual attacks on control plane communications and the vul-

nerabilities in controllers. Security and dependability of SDN still is a field almost

unexplored, presenting many challenges and opportunities. There are only a few closely

related works [4] where the essential idea is to provide a security kernel (e.g., by ex-

tending a controller like NOX) capable of ensuring prioritized flow rule installation on

switches. Applications are classified in two types, one for security related applications

and another for all remaining applications. The first type represents specialized pro-

grams used to ensure security control policies in the network, such as to guarantee or

restrict specific accesses to the network or take actions to control malicious data traffic.

5
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Flow rules generated by security applications have priority over the others. The security

kernel is responsible for ensuring this behavior. FRESCO is an extension of this work

that makes it easy to create and deploy security services in software-defined networks.

However, none of these works fosters or enforces the security of SDN itself, the goal we

are pursuing.

Presently Open Flow is a new network technology and an open standard for Soft-

ware Defined Networking (SDN) in which the control plane and data plane of network

equipment is separated. In this project we propose a concept of an open flow switch

that contains Intrusion Detection System in it and a controller that contains Intrusion

Prevention System. Security approaches based on Software Defined Networks have been

considered as the trend for future virtual networking security solutions in a cloud vir-

tual networking environment. Opensafe is a system utilizing both OpenFlow and Snort

technology but they focused on the area of how to route traffic to monitoring appliances,

rather than attempting to provide a comprehensive detection and prevention solution[5].

In the paper titled Openflow random host mutation: Transparent moving target defence

using software defined networking, the authors proposed a mechanism called OpenFlow

Random Host Mutation (OFRHM)[6] in which the OpenFlow controller frequently as-

signs each host a random virtual IP that is translated to/from the real IP of the host.

This mechanism can effectively defend against stealthy scanning, worm propagation, and

other scanning-based attack, but does not work when the attackers know the internal

address of victims. In a recent work titled Network intrusion detection and counter-

measure selection in virtual network systems, [7] IEEE Transactions on Dependable and

Secure Computing (TDSC), the authors presented an SDN-based IDS/IPS solution to

deploy attack graph to dynamically generate appropriate countermeasures to enable the

IDS/IPS in the cloud environment. SnortFlow, is another recent work focusing on the

design and preliminary evaluation of OpenFlow, a communications protocol that gives

access to the forwarding plane of a network switch or router over the network, enabled
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IPS in the cloud environment. Moreover, the work entitled SDNIPS: Enabling Software-

Defined Networking Based Intrusion Prevention System in Clouds[8] proposes a new

IDPS architecture based on Snortbased IDS and Open vSwitch (OVS). It also compares

the SDN based IPS solution with the traditional IPS approach from both mechanism

analysis and evaluation. An SDN-based IPS Development Framework in Cloud Network-

ing Environment[9] presents an IPS development framework to help user easily design

and implement their defensive systems in cloud system by SDN technology. This frame-

work enables SDN approaches to enhance the system security and performance. Design

of Event-Based Intrusion Detection System on OpenFlow Network presents a design of

an event-based Intrusion Detection System (IDS) architecture on Openflow network for

better network security[10].

However, to our best knowledge, none of them address all the issues addressed below:

1. How to establish an efficient SDN-based IPS solution in the cloud virtual networking

environment;

2. How to design the SDN-based IDS/IPS networking architecture that provides a

dynamic defensive mechanism for clouds;

3. Expanding the previous designs by implementing scalability and additional preven-

tative functionality.

Therefore, motivated by the issue above, we propose a project involving integration of

a python based IDS/IPS based on SDN network management, i.e., Open vSwitch (OVS)

to a SDN controller. This project proposes a new design of IDS/IPS based on SDN

network management, i.e., Open vSwitch (OVS).

2.2 History

In 1995 [9], the technology software-defined networking (SDN) came into existence

shortly after Sun Microsystems released Java. One of the first and most notable SDN
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projects was AT&T’s GeoPlex. AT&T Labs Geoplex project members Michah Lerner,

George Vanecek, Nino Vidovic, Dado Vrsalovic leveraged the network APIs and dynamic

aspects of the Java language as a means to implement middleware networks. AT&T

wanted a ”soft switch” that could reconfigure physical switches in the network and load

them with new services from an OSS. However, when provisioning services GeoPlex could

not reach deeply into the physical devices to perform reconfiguration. The operating sys-

tems running on networked devices in the physical network therefore became a barrier

to early SDN-like service delivery.

In 1998, Mark Medovich, a senior scientist of Sun Microsystems and Javasoft, left

Sun to launch a Silicon Valley soft switch startup WebSprocket. Medovich designed a

new network operating system, and an object oriented structured runtime model that

could be modified by a networked compiler and class loader in real time. In July 2000,

WebSprocket released VMFoundry, the Java to bare metal structured runtime compiler,

and VMServer, a networked device compiler application server. Custom networked de-

vices were preloaded with images created by VMFoundry then deployed on the network

and connected to VMServer via UDP or TCP services plane, which could proactively or

reactively load or extended network protocol methods and classes on the target system.

WebSprocket’s version of SDN, therefore was not confined to a set of limited actions

managed by an SDN controller. Rather, WebSprocket’s ”control plane” contained code

that could change, override, extend, or enhance Network protocols on operating net-

worked systems.

In Summer of 2000, Ericsson’s advanced network research engineers saw an immediate

need and visited WebSprocket to design and architect features of a next generation soft

switch thus taking first steps to build the world’s first commercial soft switch. Sometime

during 2000, the Gartner Group recognized the emergence of programmable networks

as the next big thing for the Internet and introduced the ”Supranet”, the fusion of the
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physical and the digital (virtual) worlds as ”internet of things”. and by October 2000

the Gartner Group selected WebSprocket as one of the top emerging technologies in the

world.

In April and May 2001, Anjaneya Prasad Calyam,[11] a graduate student at the Ohio

State University and researcher at OARnet, ran the first SDN test and developed the

first practical SDN use case for Internet. The telecom market deflated in 2001 and Er-

icsson’s soft switch development program came to an end, thus stalling the only known

commercial SDN soft switch R andD effort at that time. Software-defined networking

(SDN) was continued with work done in 2003 by Bob Burke and Zac Carman developing

the Content Delivery Control Network patent application that eventually was issued as

two US patents. The Open Networking Foundation was founded in 2011 [12] to pro-

mote SDN and OpenFlow .At the 2014 Interop and Tech Field Day, software-defined

networking was demonstrated by Avaya using Shortest path bridging and OpenStack as

an automated campus, extending automation from the data center to the end device,

removing manual provisioning from service delivery.

Originally released in 1998 by Sourcefire founder and CTO Martin Roesch[12], Snort

is a free, open source network intrusion detection and prevention system capable of per-

forming real-time traffic analysis and packet logging on IP networks. Initially called a

lightweight intrusion detection technology, Snort has evolved into a mature, feature-rich

IPS technology that has become the de facto standard in intrusion detection and pre-

vention. With over 4 million downloads and nearly 400,000 registered users, it is the

most widely deployed intrusion prevention technology in the world. Snort’s open source

network-based intrusion detection system (NIDS) has the ability to perform real-time

traffic analysis and packet logging on Internet Protocol (IP) networks. Snort performs

protocol analysis, content searching, and content matching. These basic services have

many purposes including application-aware triggered quality of service, to de-prioritize
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bulk traffic when latency-sensitive applications are in use.

Combining the above two technologies we get a Software Defined Networking Intru-

sion Prevention System. This has been used in this project to implement an IDPS i.e

Intrusion Detection and Prevention solution to the software defined networks. We aim

to propose a new IDPS architecture based on Snort based IDS and OpenvSwitch (OVS).

It also classifies the requests via the action pool and the dates of the events along with

traffic analysis based on Ip addresses as well as the Mac addresses which better than the

traditional IPS approach from both mechanism analysis and evaluation.

2.3 Existing System

Cloud computing refers the use of computing resources like hardware and software which

can be delivered as a service over a network. It is a solution for providing on-demand

access to computing infrastructure. End users can visit cloud based applications by

web browser, lightweight desktop, mobile devices at a remote location while users data,

information and computing resources are stored in cloud infrastructures. It has been

widely deployed to day because the demanding resource provisioning capabilities. How-

ever, security has been one of the top concerns in cloud community while cloud resource

abuse and malicious insiders are considered as top threats. Some attacks, such as spam,

cracking passwords, performing malicious code and compromising vulnerable virtual ma-

chines can happen in a high possibility in current cloud system. Based on compromised

cloud resources, attackers may spam, disseminate malicious codes, crack passwords and

security keys, compromise vulnerable VMs and then deploy DDoS attacks, deploy botnet

command and control, etc [13]. Existing countermeasures usually provide an add-on and

customizable security models, and consider the cloud can afford the demanded resource

.Establishing the Intrusion Detection and Prevention System (IDPS) is a good way to

protect the cloud system with both detection and prevention capability. There have
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been various algorithms developed with IDS configured. Traditionally, the IDS can be

configured and enabled to be an IPS.

Operating and maintaining a computer network is an arduous task. To express the

required high-level network policies, network operators need to configure each individual

network device separately - from a heterogeneous collection of switches, routers, middle

boxes, etc. - using vendor specific and low-level commands. In addition to configura-

tion complexity, networks are dynamic, and operators have little or no mechanisms to

automatically respond to network events. It is therefore difficult to enforce the required

policies in such a continually changing environment. Traditional networks are managed

through low-level and vendor-specific configurations of individual network components,

which is a very complicated and error-prone process. And nowadays computer networks

are becoming increasingly complex and difficult to manage. This increases the need

for a general management paradigm that provides common management abstractions,

hides the details of the physical infrastructure, and enables flexible network management.

Making the network programmable leads to such a general paradigm, as programmabil-

ity simplifies network management and enables network innovations.

Software Defined Networking (SDN) has been proposed to enable programmable net-

works. In SDN, the network is considered to have two components:

1. control plane which determines how to handle and forward data traffic, and

2. data plane which handles and forwards data traffic toward its destination.

The logical centralization of the control logic in a software module that runs in a stan-

dard server —or the network operating system offers several benefits. First, it is simpler

and less error-prone to modify network policies through software, than via low-level

device configurations. Second, a control program can automatically react to spurious

changes of the network state and thus maintain the high-level policies in place. Third,
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Figure 2.1: SDN Architecture

the centralization of the control logic in a controller with global knowledge of the network

state simplifies the development of more sophisticated network functions.

The SDN architecture is:

• Directly programmable: Network control is directly programmable because it is

decoupled from forwarding functions.

• Agile: Abstracting control from forwarding lets administrators dynamically adjust

network-wide traffic flow to meet changing needs.

• Centrally managed: Network intelligence is (logically) centralized in software-based

SDN controllers that maintain a global view of the network, which appears to ap-

plications and policy engines as a single, logical switch.

• Programmatically configured: SDN lets network managers configure, manage, se-

cure, and optimize network resources very quickly via dynamic, automated SDN

programs, which they can write themselves because the programs do not depend on

proprietary software.
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Figure 2.2: Basic SDN Flow Control

• Open standards-based and vendor-neutral: When implemented through open stan-

dards, SDN simplifies network design and operation because instructions are pro-

vided by SDN controllers instead of multiple, vendor-specific devices and protocols.

OpenFlow [14] is the most representative protocol implementing the SDN concept.

SDN-enabled devices could be manipulated by OpenFlow. Open Flow is such a protocol

that gives the management layer access to switches and routers. With the separation

of the control plane from the data plane that lays the ground to the Software Defined

Networking paradigm, network switches become simple forwarding devices and the con-

trol logic is implemented in a logically centralized controller, even though practically

physically distributed.

It defines standard control interfaces, implement pre-programmed control policy, such

as packet-forwarding rules in OpenFlow switches, inserts rules to flow tables and then

handle data packets delivery. The programmable network interface enables us to define

and configure network in an extremely flexible and efficient way. Thus, the emerging
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Figure 2.3: Open Flow Architecture

of SDN introduces an innovative approach to protect network with both flexibility and

compatibility, which is a great fit for cloud environment.

An IDS is a security tool that allow us to monitor our network events searching at-

tempts to compromise the security of our systems[15]. Its possible matching predefined

rules emulating the behavior of an attack and its possible to deny the package or sim-

ply alert us to an email or sending messages to log. Basically we can find two types of IDS:

• HIDS: Host based IDS, monitors the activity of a single machine, searching abnormal

behaviors.

• NID: Network IDS, capture and analyse network packages to search attack patterns.

Generally an IDS can be located in each network segment, for example front of the

firewall or back of the firewall or also can be implemented in the same firewall if we have

a small network traffic, with this way we can analyse all input and output traffic.
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Intrusion prevention systems (IPS), also known as intrusion detection and prevention

systems (IDPS), are network security appliances that monitor network and/or system

activities for malicious activity. The main functions of intrusion prevention systems are

to identify malicious activity, log information about this activity, attempt to block/stop

it, and report it

In order to implement an Intrusion Prevention System (IPS) today, you must place a

device in line with the network flow to have each packet analyzed as it’s flowing through

the network. If a network is deemed malicious, it is dropped. This packet dropping is

currently the only preventative countermeasure today’s IPS systems are capable of per-

forming. Previous work implemented a system called SnortFlow[16]. Snort is a NIDS,

implements real time scanning of attack detection and port scanning detecting. Snort-

Flow combined the IDS ability of snort with the network flow control capability of an

OpenFlow switch .This combination would allow for more preventative measures to be

taken against a detected intrusion, such a simply redirecting the traffic, blocking spe-

cific ports, or more. This is important as with these additional options, the changing

network topology can not only prevent the current intrusion attempt detected by Snort,

but also impact and hinder any follow-up malicious activity, which is currently outside

the capabilities of packet-dropping IPS.

The basic architecture of snort:

• Packet capture module: Used to capture network traffic using libpcap library.

• Decoder: It ensures to form the data structures of the packages captured and identify

the network protocol.

• Pre-processor: pre-processors are plugins developed generally in C and process the
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Figure 2.4: Process Flow Diagram

packets provided by the decoder and ensembles the packets received. This pre-

processors are configured in snort.conf file configuration. Some pre-processor exam-

ples may be: sfPortscan Frag3 HTTP SSH Detection engine: Analyze the packets

based in our rules configured.

• Detection plugins: Used to modify the behavior of the detection engine.

• Output plugins: Defines how and where saves the packet alters and the packages

generated.

We will first be implementing the basics of Snort Flow. We will then implement some

improvements to that initial design by adding in some additional features. An alert

receiver and parser will be implemented in the rule server after making the topology.

A database will be used to store date related to the action pool, historical events, and

current rules. Both of them are used by the controller to determine the flow of traffic.

Once complete, we aim to have a fully functional IDPS system that can be deployed to

a large network and be able to control each network segment using Open Flow switches

in order to take preventative actions against network intrusions.

We also added an event handler in the basic layer 2 learning switch default example

code so that the learning switch can process events created in the IPS server. After

completing the task 3, we evaluate how the overall result functions. The result derives
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from the performance of dropping packets and prevention rates.



Chapter 3

BACKGROUND

3.1 Statement of Purpose

In order to implement an Intrusion Detection System, we need to place a device in line

with the network flow architecture. If it is found malicious, it is dropped. This packet

dropping is currently the only preventative countermeasure today’s IPS systems are ca-

pable of performing.

If we combine the IDS capability of Snort with the flow control of Open Flow Switch,

it would prevent the detected intrusion in a better manner like the traffic can be redi-

rected, specific ports can be blocked and the like [17]. This is important as with these

additional options, the changing network topology can not only prevent the current in-

trusion attempt detected by Snort, but also impact and hinder any follow-up malicious

activity, which is currently outside the capabilities of packet-dropping IPS. The basic

topology used in the project is illustrated via the figure below. It includes a topology

consisting of a set of hosts via mininet [16] on one virtual machine in the VMWare Work-

station virtualization environment and a controller on a separate virtual machine in the

same virtualization environment. The controller is also established utilizing the mininet

topology and is accompanied by the POX controller as well as the MySQL server which

stores all the log details and the rules through which any event is classified after passing

18
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Figure 3.1: Underlying Topology of the project

through the snort server implemented in the other virtual machine. The basic underlying

topology will then receive the requests which is analyzed by Snort through port number

6633 and the entire information gets into the database of action pool in the tables made

by My SQL in the controller virtual machine. The rule server consists of alert receiver

and parser which parses the requests via POX controller to further classify the requests

and determine the flow of traffic.

In order to address the critical issue of cloud security, there are various SDN based

solutions being worked upon. However, none of existing works established a comprehen-

sive IPS solution to reconfigure the cloud networking environment on-the-fly to counter

malicious attacks. In this project, we present an SDN-based IPS solution called SDNIPS

(Software Defined Networking Intrusion Prevention and Detection System). Establish-

ing the Intrusion Detection and Prevention System (IDPS) is a good way to protect the
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cloud system with both detection and prevention capability.

The basic topology which consists of four hosts connected to a switch via the mininet

and one controller which is the main point of prevention. The SNORT is installed on the

mininet itself which is detecting the malicious packets by parsing the alerts based on the

predefined signatures and the entry is made in the database along with the responses.

The controller will then query the database and based on the responses in the database

stored by the SNORT, the syslog server on the controller parses the alert history table

to make a decision based on the traffic. The rule will be generated and updated via the

script on the controller in the database by looking primarily at the the Classification of

the alert generated by the sensor of SNORT. Classification includes categories such as A

Network Trojan was detected and Attempted User Privilege Gain.

3.2 Main Objectives

In order to implement an Open flow based Intrusion Detection and Prevention System

in Cloud environment, we have utilized SNORT and integrated in the SDN controller.

This project will be completed by four steps. An IDS Rule Server is needed, which

plays the role of reading alerts and providing key data to controller. Considering the

challenge of reconfiguration of network, a rule generator should be integrated into the

controller so that it does some prevention actions as necessary. Then the Snort sensor in

each node of network has traffic packets spanning to it for analysis, and will alert when

detection occurs.

The various tasks are categorized in the project which are as follows:

Task 1: Build test lab

Build out the network and software installations that will be needed to implement the

project [21]. There should be several networks controlled by a SDN switch, each with a



Chapter 3. BACKGROUND 21

snort device monitoring the network. We are looking to utilize Mininet for this task.

Task 2: Implement IDS Rule Server

We have divided task 2 into several sub tasks to further explain each component of the

IDS Rule Server. Task 2.1: Implement Alert Receiver - this component is responsible for

receiving snort alerts via syslog listener, and then forwarding them to the alert parser.

Task 2.2: Implement Alert Parser - this component parses the syslog message, inserts

alert data into the database, and finally passes the alerts to the rule generator.

Task 2.3: Implement Database - this component contain the tables of current rules, ac-

tion pool, and historical alerts.

Task 2.4: Implement Rule Generator - this component is responsible for analyzing the

alert, querying the historical alert table for similar previous alerts to correlate alerts from

multiple snort detections, and then determining the action to take. Upon deciding on

an action, it updates the rule table, and triggers an event to the controller.

Task 2.5: Implement basic controller - initially, this component will act as a layer 2

switch that is capable of receiving events from the rule generator. This task will not

implement the IPS action; it will just build the framework for it.

Task 3: Implement IPS rule functionality

IPS functionality will be implemented in the controller. In Task 2.5, we built the basic

framework and communication between the IPS Rule server and controller, and in this

task, we will have the controller actually apply the rule determined by the rule generator

for a given flow.

Task 3: Evaluate Implementation

Evaluate the impact to the overall network in terms of dropped packets and rate of de-

tected packets from a varying number of hosts and increase in the level of security and

reliability of the system.
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3.3 Sub-Objectives

• Establish and configure a SDN

• Learn and implement various network topologies using SDN.

• Installation of host based Intrusion Detection System (SNORT) as Inline Mode on

Mininet Simulator on the host Virtual Machine in VMWare Workstation.

• Directing the packet flow to pass into the network via the IDS host i.e Snort by the

network topology in the virtual machine.

• Creating a plugin on python based RYU Controller on the controller virtual machine

which enables the listening of data packets only from the IDS host, and redirects

the packets into the network via the Data Plane and Snort and stores the data into

action pool in MySQL server.

• Defining the rules in the rule generator of the My SQL database table to further

analyze each event.

• Securing and Implementing an Intrusion Detection Prevention System System in

SDN via the controller VM and by classifying the actions by the alert interpreter

and alert parser and then generating the rules via rule generator.

• Reducing the controller related vulnerabilities by adding more features into the rule

generator.

• Minimizing risk related to network configurations in VM as well as SNORT.

3.4 Assumptions

The project has been implemented keeping in mind the following assumptions:
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• The entire topology is assumed to represent a real life scenario of a cloud architec-

ture wherein the hosts are the separate virtual machines or dumb terminals being

controlled by a single physical system.

• The packets being sent as malicious by one host to other are assumed to be the

packets which hamper the functioning of a normal architecture by destroying the

security, either by leakage of information or by denial of service.

• The packets are detected based on the signatures defined in the SNORT.
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SYSTEM DESIGN

4.1 Proposed System

Cloud Cluster is the basic architecture which the project is aiming to secure via Software

Defined Networking environment by aiming to implement a SDNIPS (Software Defined

Networking Intrusion Prevention System)[5].One or more cloud servers are present in a

cloud cluster which is assumed to be replicated in the topology set up. In this project,

our established system is based on VMWare Workstation that is an efficient parallel

virtualization solution on top of the bare metal.

SDN decouples the underlying nodes from the main system controlling the entire topol-

ogy via controller plane. Its security approaches are crucial to the virtual networking

security solutions in a cloud networking environment.

Controller is a component in SDN providing control and a centralized view over the

cloud virtual network. There are three major components in SDN while implementing

an Intrusion Detection and Prevention System,

• SDNIPS Daemon: It is responsible for recognizing alerts and collecting the data

from the SNORT daemon installed along with mininet on the switch through Open

virtual Switch. It collects the data and stores it in the MySQL server.

24
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• Alert Interpreter: It takes care of parsing the alert and targets the suspect traffic.

There are several subsets of information analyzed from the alert like timestamp,

source IP address, destination IP address, TCP port, etc.

• Rules Generator: The parsed and filtered information from the alert is passed to

rule generator which generates the rules to be injected to the OpenFlow device in

the controller itself to reconfigure the network.

Open-vSwitch (OVS) in SDN is a pure software implementation of the OpenFlow

switch ,which usually implemented in the management domain of the cloud system.

In user-space of OVS, there are two modules which are ovsdbserver and ovs-switchd.

The module ovsdb-server is the log based database that holds switch-level configura-

tion; while the module ovs-switchd is the core OVS component that supports multiple

independent data-paths (bridges). The ovs-switchd module is able to communicate with

ovsdb-server through management protocol, with controller through Open Flow proto-

col, and with kernel module through netlink. In the kernel space, kernel module handles

packet switching, lookup and forwarding, tunnel encapsulation and decapsulation. Ev-

ery Virtual Interface (VIF) on each VM has a corresponding virtual interface/port on

OVS, and different virtual interface connecting to the same bridge can be regarded on

the same switch.

Snort is the de facto open-source IDS/IPS solution and a packet analysis tool which has

overall performance strength over other products. It has sniffer, packet logger, and data

analysis tools. In its detection engine, rules form signatures to judge if the detected

behavior is a malicious.It excels at traffic analysis and packet logging on IP networks.

The Snort architecture is illustrated below.

Through protocol analysis, content searching, and various pre-processors, Snort de-

tects thousands of worms, vulnerability exploit attempts, port scans, and other suspicious

behavior. It uses a flexible rule-based language to describe traffic that it should collect

or pass, and a modular detection engine.
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Figure 4.1: Components of Snort

4.2 Design

In this project we will be designing, implementing, and evaluating an openflow-based

IPS system in the cloud environment. We will be utilizing an IDS technology, namely

Snort, in order to detect indications of malicious activities. This will be integrated

into a Software Defined Network controller, controlling an openflow switch, in order to

take preventative actions based on detections from Snort. We will be using ideas from

”SnortFlow”[17], which investigated combining these two technologies to create a full

Intrusion Prevention System, and expand on the initial designs. Finally, we will be

evaluating the performance of this design to determine how realistic using our imple-

mentation would be in a cloud virtual environment.

The processing flow of a SDNIPS (Software Defined Network Intrusion Prevention

System) is illustrated in the figure above. The network traffic is generated from the

cloud resources i.e., VMs.
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Figure 4.2: SDNIPS Flow Architecture

• Snort daemon has the advantage of directly detecting through the bridge, which is

more efficient than sniffing the traffic.

• When any traffic i.e. alerts matching the Snort rules is alerted into the log file, The

SDNIPS daemon will store the alert information in the database format and send

over to the MySQL server at controller side.

• After that, the alert interpreter will parse the alert information and extract all

necessary information, e.g., timestamp, priority, attack type, source IP, destination

IP, TCP port, etc.

• Finally, the rules generator at the controller side will generate the OpenFlow rule

entries and push them to the OVS to update the flow table. Therefore, the following

suspect traffic matching the newly updated flow table entries will be swiftly handled

with valid countermeasures in the data plane of the OVS with line rate.

Our design architecture is detailed in the figure below. It includes the ability to use

the single controller to control multiple Open Flow switches, and receive alerts from

multiple Snort IDS sensors in order to correlate these alerts and make intelligent rules

based on this data. Each network segment will have a Snort sensor analyzing traffic
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Figure 4.3: Proposed System Design

passing through the OpenFlow Switch. This will capture each packet on the network,

regardless of the source, destination, or attack goal. For this project, we will assume all

VMs on the cloud environment are of equal criticality an attackers goal would simply

be to compromise a system using any given exploit. The actual detection of malicious

activity will not be improved upon; we will be using default snort rules to perform the

detection during our evaluation.
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ALGORITHM

1. check the ip address of source(h1) in an event.

2. if (h1 ip == ”tcp”||h1 ip == ”udp”) then src port = parsed.srcport and dst port =

parsed.dstport

3. Execute the query(drop)

display the droped packet

Execute the query(quarentine)

display the quarentined host

Execute the query(blockport)

display the blocked port

Execute the query(redirect)

4. if dpid(switch id) is not in arp table

add entry(mac) to the arptable

5. if instance(packet,ipv4)

if srcip in arpTable

return re-learned

else

update arpTable

29
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if dstaddr in arpTable

if prt==inport

”source and destination port are same”

else

append actions to openflow

6. //arp table for packets with unknown destination addresses

else if arp for unknowns:

if (dpid,dstaddr) not in lost buffer

update the bucket with entry(dpid,dstaddr)

7. //arp table for spam packets, specify an expiry time

if outstanding arps

outstanding arps(dpid,dstaddr)= time()+ expiry time

8. elseif instance(packet.next, arp)

update arpTable for the packet using arp protocol

9. generate fakeways:

if arp for unknowns is None:

update arp for unknowns = len(fakeways)

else

update arp for unknowns = str to bool(arp for unknowns)
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IMPLEMENTATION

The setup environment is needed for performing each task of the project. The different

tasks are implemented by the following steps mentioned.

Task 1: Build test lab

The goal of this task is to find build a reliable experiment environment to simulate the

Software Defined Network and installing some necessary software on it like databases and

snort. We selected MySQL[18] as default database to store the information generated by

switch and provide query function for controller in later tasks. A host running snort and

having all traffic on the switch spanned to it is used to detect the traffic in the network

and report unusual traffic via a syslog UDP message to the centralized IPS server. The

necessary steps to build the topology are the following:

1. Install a virtualization software such as VMWare or virtual box

2. Download the MININET VM image from: http://mininet.org/download/

3. Extract and open the MININET VM image using the virtualization software.

4. On the MININET system

4.1 Install snort [19]

sudo apt-get install snort
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4.2 Configure software (in this example, the centralized IPS server is at 192.168.2.5)

rsyslog.conf

sudo vi /etc/rsyslog.conf

auth. 192.168.238.128:5514

4.3 Restart service

sudo service rsyslog restart

4.4 Create a mininet environment

sudo cp /̃mininet/mininet/examples/nat.py

sudo vi /̃nat.py

add a line before CLI(net): net.addLink(net.hosts[0], net.switches[0])

4.5 Start MININET

sudo /̃nat.py

5. In MININET CLI:

xterm h1

5.1 On h1 terminal:

sudo snort -c /etc/snort/snort.conf -i h1-eth0 -l /var/log/snort/ -D -s #run syslog server

on 192.168.2.5:5514

6. Design the database on MySQL

6.1 Create database snort

create database snort;

use snort;

6.2 Create the table alert history

create table alert history (timestamp datetime, rule varchar(12), message varchar(100),

src varchar(15), srcport varchar(5), dst varchar(15), dstport varchar(5), classification

varchar(30), priority varchar(2));

6.3 Create table rules

create table rules (timestamp datetime, src varchar(15), srcport varchar(5), dst var-

char(15), dstport varchar(5), response varchar(20), redirect varchar(15));
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7. Upload python files on controller[20]

Upload syslog-server.py and controller.py to $POX DIR/pox/ext

After these steps, the basic lab environment is built and the when you ping h2 to h3,

h1 should send a syslog alert to the IPS Rule Server .

Task 2. Implement IPS rule server.

In this project, an IPS rule server is designed by following steps.

Task 2.1: An alert receiver was created by creating a SnortAlertServerWorker class that

extends IOWorker. The init function of this class creates a listener on UDP port 5514,

which will receive snort alerts through the snort devices syslog functionality. When a

message is received, it calls the do recv function, which first acts as the alert parser.

Task 2.2: The alert parser takes the syslog alert message and then extracts important

items from it that are to be stored in the database. The syslog alert structure is stan-

dardized, which makes it simple to extract specific data, as well as name/value pairs that

can prove to be useful.

The timestamp will always occur first. Following the timestamp is the source of the

syslog, followed by the snort rule that was triggered, followed by the rule description,

then some name/value pairs, then the packet type, and finally source and destination

IPs (as well as ports if ports are involved). As the alert is fairly standardized, it was

simple to create a parser that can take in any number of name value pairs, as that is

the most varying piece of the alert. Once the parser extracts all these values and places

them into a python dictionary variable, this variable is passed on to the rule generator.

Task 2.3: We use MySQL as a default database to store the information of historical

alerts and generated rules.

The table schemas are as follows:

Alert History Table
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timestamp: This is the timestamp the alert took place, to be used for correlation and

analysis with other alerts.

rule: This is the rule ID that triggered the alert.

message: This is the rule description of the alert that was triggered. This is human

readable and potentially useful for correlation analysis.

src: This is the source IP of the device that triggered the alert.

srcport: This is the source port of the device that triggered the alert.

dst: This is the destination IP of the device that triggered the alert.

dstport: This is the destination port of the device that triggered the alert.

classification: snort rules are classified into specific categories that describe the alert,

such as attempted denial of service or successful privilege escalation. This is quite useful

for correlation and analysis of snort alerts.

priority: This is the priority given by the snort rule.

Rules Table timestamp: This is the date and time the rule was created. This is used to

expire the rule after some amount of time.

src: This is the source IP that the rule will be applied against. If the IP is ANY, or

0.0.0.0, the rule will be applied to all source IPs.

srcport: This is the source port that the rule will be applied against. If the IP is ANY,

or 0, the rule will be applied to all source ports.

dst: This is the destination IP that the rule will be applied against. If the IP is ANY,

or 0, the rule will be applied to all destination IPs.

dstport: This is the destination port that the rule will be applied against. If the port is

ANY, or 0, the rule will be applied to all destination ports.

response: This is the action that will be taken by the rule to include actions such as

drop, quarantine, blockport, redirect

redirect: if the action is redirect, this is the IP the traffic will be redirected to, such as

a honeypot.

Task 3: Implement IPS on controller
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The task 2.5 has implemented the basic communication among the POX event and the

controller and IPS rule generator. At the controller side, the rule generator generates

new rules and inserts the rules to database, besides the database updates themselves

periodical.

Once it detects something unusual, the controller will query the database and send the

action to the switch to operate on the stream. On the Task 3, we enhance this function

and make sure the communication works properly.

Task 4: Evaluation the system

This IPS system works properly which listens, analyzes, parses and stores the alerts

detected by snort and generates new rules. The functions of this intrusion prevention

system are same as what we designed in the proposal reports.

In the respect of prevention, the switch strictly obeys the instruction from the controller,

redirection, denying or dropping the packet.

In the respect of controlling, the controller generates and pushes new actions to the

switch and updates the policies in time. Once a new policy published, the switch will be

noticed and follows the new set of policy.



Chapter 7

RESULT ANALYSIS

7.1 System Specifications

In the terms of configuration, the networks configuration should be configured properly

when using the VMWare to run the MININET and controller. The type of networks

should be set in bridged networks, otherwise the controller VM and MININET VM

cannot know each other and the two VM will be use a same IP address. VMWare

does not have this issue. There is an additional software needed installed for Python

connecting MySQL. Besides, the root user should be granted all privileges to access

database stored on the MySQL when run the system. Using root is not ideal, but as

POX required to run under root, this was the easiest way to implement user based

authentication with the MySQL server. A more production-ready system should put

more effort into better securing this design, such as by using a dedicated server, or using

an OpenFlow language that doesnt require to run under root.

Systems with:

8 GB RAM Dual Core 2.5 Ghz Processor 100 GB Hard Disk Ubuntu 14.04 (LTS)

with Python Mininet NICs Virtualization enabled

Software Requirements:

The software we will need for this project includes : Git MININET MySQL Database

POX Controller Snort IDS Linux OS Vmware Workstation
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Figure 7.1: Mininet nat.py starting

7.2 Output Screens

The following section depicts screenshots of the current functionality of the system. First,

in Figure 7.1 , we have started MININET with the nat.py script. We then open up host

1 (h1) in an xterminal. The Snort IDS is running on the host 1 (h1).

Figure 7.2 is the xterminal window for host 1. Here, we start the snort service as a

Daemon, then ping a different IP. The default rules in snort contain a rule that alerts on

pinging, which makes it useful for testing, and we utilize to verify our end to end system

quite often.

Now once, the alerts are received, they are sent to the snort database. The below

figure shows the alert history table.
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Figure 7.2: Starting Snort and Pinging a device to test snort

Figure 7.3: Alert History Table



Chapter 7. RESULT ANALYSIS 39

Figure 7.4: Rules Generated by Snort

Rules table

Once everything is setup we tested the setup against a general rule in which every

ping is considered as a miscellaneous activity and the subsequent port is blocked (though

the ping is generally allowed, we blocked it just for the testing phase).

System before the port 8080 was blocked

Initially, host 1 can connect to the open port 80 on host 2 with no problems.

We used the ping snort rule to cause a Misc Activity detection, which we then configured

to perform our various tests (otherwise its difficult to trigger snort rules intentionally).

In this example, we configured the misc-activity detection to block port 80 between the

two servers.

The ping is detected ,and the controller identifies the source IP , and the port number.

We use telnet to successfully test connection between the two hosts via the 80 port.
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Figure 7.5: Host1 pings Host2,Snort detects port 8080

After the Controller queries the rules table and then finally blocks the port 80 , we

will see that no communication will take place between the two hosts.

After the controller blocks the port.

Thus here we can successfully see that the Controller has blocked the target port as

specified in the rules table.
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Figure 7.6: Host1and Host2 communicate via telnet

Figure 7.7: Host1 and Host2 no longer able to communicate
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CONCLUSION AND FUTURE

ENHANCEMENTS

In this project, we propose a SDN-based IDPS development framework in cloud comput-

ing environment. We proposed implementing an IPS as a way of securing infrastructure

in cloud environment, which combines the detection and prevention abilities of snort. We

assume that every node is equally critical and equally vulnerable. We have completed

all the four tasks: building out the environment, implementing the IPS Rule Server to

include the Alert Receiver, the Alert Parser, the database, and the Rule Generator, im-

plement the IPS on the controller. We achieved it by implementing a design based on the

SnortFlow architecture, which comprises of establishing snort intrusion prevention sys-

tem over the openflow switches. Furthermore, additional capabilities such as scalability,

rule updating, synchronization and introduction of preventative measures was imple-

mented. Through analysis the alerts, system is able to generate new rules and update

them, utilizing a database to store all the rules and historical alerts. We are comparing

a normal intrusion prevention system against an SDN based intrusion prevention system.

Implementing a neural network based intrusion detection system can greatly enhance

the level of security provided at the control plane. We believe that denial of service
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and other network-based attacks leave a faint trace of their presence in the network

traffic data. Ours is an anomaly detection system that detects network-based attacks

by carefully analyzing this network traffic data and alerting administrators to abnormal

traffic trends. It has been shown that network traffic can be efficiently modeled using

artificial neural networks[21]. Therefore we further aim to use neual networks to examine

network traffic data.
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