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ABSTRACT 

 

Massive growth in virtual environment applications in recent years has resulted 

in the development of 3D Streaming. The 3D streaming applications are 

intended to leverage client-server architecture. However, numerous studies have 

revealed that client-server architecture has various pitfalls. Thus, 3D streaming 

applications move towards the Peer to Peer (P2P) environment. The P2P 3D 

streaming applications are empowered by leveraging mobile devices and 

wireless networking. The advancement in mobile technology witnessing the 

significant growth in thin mobile devices applications includes the virtual 

walkthrough, augmented reality, media streaming, massively multiplayer online 

games, social networks and many more. However, 3D Streaming over thin 

mobile devices has to deal with a dynamic environment resulting in players' 

mobility, connection breakages and security. As a result, 3D Streaming over 

thin devices is related to selecting the trustworthy partner and content protection 

strategies to determine the partners' trust, enabling the required 3D data to 

stream in a protected manner to the requesters quickly and effectively. 

The present research proposes a trustworthy partner selection and content 

protection scheme. Primarily, the thesis introduces P2P 3D Streaming over thin 

mobile devices. Further, a detailed literature review has been conducted and 

found some techniques provides the better trust assessment as an absolute trust. 

Further, it has been observed that lack of uncertainty trust assessment models 

are employed and requires improvement. Similarly, content protection using the 

watermarking scheme provides better security. Moreover, it has been observed 

that most of the approaches are used DWT that suffers the geometric and non-

geometric attacks. Additionally, most schemes use the fixed-size watermark 

information embedded in the host image. Thus, variable size watermark 

information embedding is still open for Anaglyph 3D images. Hence, the 

proposed framework includes the trustworthy partner selection scheme using 

improved three-valued subjective logic (I-3VSL) with Trustwalker (TW) 

algorithm and content protection for Anaglyph 3D images using 
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DWT_HD_SVD and particle swarm optimization to determine the optimized 

scaling factor. 

The I-3VSL model assesses trust using direct and indirect trust assessment 

strategies. Direct trust evaluates the trust of the known players, whereas indirect 

trust is evaluated through the reputation and recommendations from a friend of 

a friend that propagates the trust. However, the multiple players' reputations and 

recommendations that track the opinions of the various paths then perform the 

trust fusion. Further, the TW algorithm is designed leveraging I-3VSL that 

computes the trust between the trustor to a selected trustee. The TW algorithm 

is created using the iterative approach, and it performs the one to many trust 

assessment. The TW algorithm computes the trust in depth limited breadth-first 

search (BFS) fashion, and it provides the faster execution such as 𝑂(𝑛2). 

Further, the trusted network is designed by leveraging the Travian dataset, then 

the performance of I-3VSL with TW is validated by comparing 3VSL with AT 

Algorithm. The I-3VSL with TW algorithm provides the 10% enhancement in 

accuracy and trust assessment over the 3VSL with AT. 

Conversely, the content protection algorithm is designed to protect the red-cyan 

Anaglyph 3D images. These images are viewed through thin mobile devices 

such as red-cyan glasses. The red-cyan and other Anaglyph 3D images are 

protected by designing a watermarking system such as DWT_HD_SVD. The 

proposed watermarking works with the variable sizes of the watermark logos. 

Initially, the Anaglyph 3D images are created from stereoscopic images. The 

stereoscopic image consists of the left and right images with slight differences. 

From the left image, extract the red color and the right image, extract the green 

and blue colors that generate the cyan color image. Then combine these two 

images with incorporating the depth as a third dimension produces the Anaglyph 

3D image. The proposed watermarking scheme extracts the blue color channel 

from the Anaglyph 3D image then decompose that image using 3D DWT. The 

3D DWT decomposes the image into 8-subbands to select the LLL sub-band. 

After that, apply the HD on LLL that produces the H matrix and then use the 

SVD on H and the watermark logo. Further, the PSO algorithm is applied to 

select the optimized embedding scaling factor. Then perform the embedded 
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operation to incorporate the watermark logo into the Anaglyph image. Further, 

it uses various geometric and non-geometric attacks on the watermarked image 

and then performs the extraction operation. The performance of the proposed 

watermark is validated through MSE, PSNR, SSIM and NCC. The proposed 

approach provides high robustness under various attacks that enhance 2% of the 

robustness over the existing approach. Similarly, assess the imperceptibility 

against multiple attacks that produces the 10% improvement over the current 

watermarking scheme. 

In a gist, the present research program "Security enhancement in P2P 3D 

Streaming over the Thin Mobile devices" provided the framework along with 

approaches to employ the benefits of trustworthy partner selection and 

protecting the Anaglyph 3D images effectively in virtual online games. 
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CHAPTER 1 

INTRODUCTION 

 

With the advancement in mobile technology, mobile devices are classified as 

thin and thick devices. The thick mobile devices take the input from the physical 

world, process it, and produce the output. In contrast, thin mobile devices take 

the input depending on the users' physical activities portrayed in the virtual 

environment (VE). Thus, to view the VE information, thin mobile devices are 

essential, such as Personal Digital Assistant (PDA), Google Glasses, Head 

Mounted Devices (HMD), iPhone, and many others. As a result, the thin mobile 

device based applications such as virtual walkthrough [1], [2], Augmented 

Reality (AR) [3], social networks, Massively Multiplayer Online Games 

(MMOGs)[4], and a plenty of other applications emerged. Most of these 

applications are primarily applied to the client-server architecture. The client 

machine stores the entire VE application, which is not feasible due to the mobile 

devices' memory constraints. Hence, to address this problem 3D streaming 

technique is leveraged. The 3D Streaming permits the gradual downloading and 

3D rendering to interact with the virtual world without complete downloading 

or pre-installation [5]. However, the remote visualization of the 3D Streaming 

with client-server architecture consumes more bandwidth. Nevertheless, this 

architecture has other problems includes server bottleneck, lack of scalability, 

latency, single point of failure, and many others. In order to overcome the 

challenges mentioned above, a peer-to-peer (P2P) network is established. 

P2P 3D streaming applications such as MMOG permit millions of people of 

different ages worldwide to interact with other players in virtual online games. 

The interactions are either contest, supportive, or merely exchanged at a massive 

scale for the collective aspect between MMOGs. The MMOGs have various 
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categories depending on the gameplay provision includes first-person shooter, 

real-time strategy, role-playing game, simulation, social, and others[4]. The 

MMOG players' acquisitions the game software by rewarding one-time 

payments and recompenses month-wise subscription charges. However, the 

most popular MMOG games are World of Warcraft, Sony Ever Quest, Travian, 

and many browser-based games. Hence, the players can play the game via 

connecting to the browser without downloading the content.  

Although, the players interact with the other players in the network based on the 

players' Area of Interest (AOI). However, the players' behaviour is abandoned 

because of the dynamic nature. The adversary partners are selected based on 

random strategy then share the resources. Thus, it leads to numerous glitches 

includes request contention[6], cheating in online games [7], content protection 

[8], uncertainty behaviour of the players [9], and many others. To overwhelm 

these problems, the trustworthy partner selection strategies and content 

protection techniques are essentials. Therefore, the researchers have recognized 

the importance of trust assessment and content protection strategies to enhance 

performance. 

1.1. An Overview: 3D Streaming 

Incessant and real-time 3D content delivery permits users to establish VE 

interactions without full download or prior installation [5]. Although, Streaming 

is prevalent nowadays as a media, video, and 3D streaming model. These 

models have diverse representations supporting different design decisions and 

distinct characteristics. However, the significant difference between 3D 

Streaming, media, and video streaming approaches relies on the following 

terms. 

 Object manipulation: in media and video streaming, the content is 

available as 2D images, and the object manipulation (i.e., rotation, 

zoom-in, zoom-out, etc.)  requires the additional information in the form 

of images. In 3D Streaming, content is available in 3D textures, meshes, 

animations, and scene graphs. The 3D content permits object 
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manipulation without additional information because local processing 

imposes changes on the available content.  

 Content access pattern: in media and video streaming, the content is 

accessible in the sequence of frames, and it permits the user to predict 

the subsequent frames. In 3D Streaming, the content is accessible in a 

non-linear fashion according to the user's interest, i.e., viewing angle 

and distance from the viewing object.  

 Partner selection: In media and video streaming, the opponent partner 

(i.e., trustee) is selected through the file-sharing approaches based on the 

content availability [10]. In 3D Streaming, the partner is determined 

based on the location, i.e., AOI and resources availability. Therefore, the 

3D content is diverse from the media and video streaming.  

1.2. P2P 3D Streaming Characteristics 

The P2P 3D Streaming has been proposed to overcome the challenge of the 

remote rendering problem because specific users are participating in the VE and 

communicating with one other to acquire the content in a fully distributed 

environment. As a result, it possesses the more essential characteristics 

described below. 

 Decentralization: P2P 3D streaming systems are classified as centralized 

or decentralized based on the resource discovery mechanism. In centralized 

P2P 3D Streaming, the central server manages the discovery of the 

resource, and the resource downloading is done in a distributed manner. In 

this approach, the central server monitors the peers' behavior in the 

network. In decentralized P2P 3D Streaming, the resource discovery and 

downloading are completed distributed. The behavior of peers is uncertain 

because lack of a central server. Moreover, this approach increases the 

robustness and fault tolerance (i.e., no single point of failure) because of 

the decentralized nature.   

 Scalability: It can accommodate many users without compromising the 

quality of service (QoS) or performance. In P2P 3D Streaming, the 

scalability categorizes structural, load, space, and space-time scalability 

[11]. Structural scalability can increase the number of peers in the network 
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without critical amendments. Load scalability is the ability to deal with 

resource availability and latency. Space scalability deals with application 

memory requirements that permit users at certain levels. The space 

scalability is achieved through various programming techniques such as 

sparse matrix or compression. Space-time scalability is a continuous 

function as the number of objects it encompasses increases by order of 

magnitude. The space-time scalability is achieved through the data 

structures and algorithms. However, in P2P 3D Streaming, scalability 

requirements are application-specific. 

 Consistency: In P2P 3D Streaming, the peers share the resources or 

experiences based on the ability in the same virtual world state through 

substantial latency. Although, the level of consistency depends on the 

application requirements and technical boundaries. The application 

requirements are determined through strict consistency, eventual 

consistency, or inconsistency. The strict consistency at every node is 

provided through the complex algorithms, whereas inconsistency is hard to 

avoid because of violation and visual divergence. Thus, predictive 

techniques are employed to optimize the effect of inconsistency, but 

cheating is another type of inconsistency that occurs due to changing the 

fairness rules. Therefore, in P2P 3D Streaming, inconsistency is a critical 

problem. 

 Resource sharing: In P2P 3D Streaming, each peer collaboratively shares 

the resources with other peers. However, the free-riders or selfish peers 

leverage the available resources, but they never contribute. Therefore, to 

enhance the fairness in P2P 3D Streaming, various strategies are employed, 

such as auditing, incentives, resource sharing, and micro-payment 

techniques. 

 Peer cooperation: In P2P 3D Streaming, the peers search for the resources 

through broadcasting the messages to neighboring peers, and then 

neighboring peers forward the message to their neighbors, and so on. The 

peer responds to the requested peers' notice based on the resource 

availability. If a neighboring peer is a malicious behavior, thus it does not 

forward the message and respond to the statement. Thus, it leads to 
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communication and computational overhead to the requested peer. 

Therefore, P2P 3D streaming cooperation depends only on the known or 

self-interested peers. 

 Autonomy: In P2P 3D Streaming, each peer communicates with other 

peers based on their interest and shares the resources without imposing any 

protocol on the peers' behavior. Thus, the participant peers in the network 

maintain the resources or content by themselves. 

1.3. P2P 3D Streaming Applications 

The contemporary P2P 3D streaming technologies are prevalent because of the 

practical construction of 3D physical objects. Thus, it leads to various 

applications of 3D content includes e-commerce, e-tourism, e-learning, 

socializing meta-verses, online virtual games, military affairs, chemistry, 

cultural heritage, and medicine. These applications have a common objective as 

remote visualization for different aspects. However, most of the applications 

involve various security challenges such as privacy-preserving and content 

protection described below.    

 Social networks: The 3D social networks application such as Second 

Life [12] are created through the computer-generated artificial world 

that enables interactions between individuals in the virtual environment. 

Individual users can generate their content and interact with other users 

by sharing it in real-time. However, content protection and partner 

selection are vulnerable security threats in this application. 

 Business and e-commerce: With the advancement in 3D technologies, 

the physical world products are moved towards the virtual world to 

support remote visualization. For example, most business organizations 

conduct business meetings and conferences with their customers and 

trade partners using the virtual world. Collaborative projects such as 

product design use the virtual worlds to interact with employees, clients, 

and providers through 3D graphical platforms. The virtual clothing and 

furniture are the best example of a virtual business that generates the 

revenue for companies and enhance users' satisfaction with 3D 

visualization. However, virtual accessories are valuable products to 
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trade; thus, it requires content protection and trustworthy users are 

essential. 

  Education and training: The classroom activities are essential among 

student and teacher interactions in the 3D synthetic environment, 

especially for distance learnings. For instance, the practical based on the 

real-world entities visualized in the virtual world by the students in view 

depend on rotating the objects based on their interest. Thus, these objects 

can be paid or unpaid. The paid customers can access the entire scene of 

objects. However, outstanding customers can interact with freely 

available virtual objects. Therefore, the paid 3D content protection is 

essential to mitigate the illegal distribution between paid and unpaid 

customers.  

 Animations and gaming: An animations and gaming products are 

leveraged in various applications, especially for health problems. For 

example, child obesity is a critical problem that leads to numerous life-

threatening circumstances, including diabetes, heart disease, high blood 

pressure, and mental health problems [13]—the mental health problems 

as loneliness, depression, anxiety, and many more. Thus, to address the 

child obesity problem, a combination of exercise and 3D virtual games 

are designed as mobile collaboration exergames. The children's plays 

collaborate exergames by moving the larger area using thin mobile 

devices. Thus, physical exercise and collaboration with other children 

will reduce obesity—however, the virtual exergames suffering from 

security problems such as partner selection and content protection.  

Additional challenges are also considered in addition to security disputes while 

designing 3D virtual environment applications over thin mobile devices. Hence, 

integrating mobile ad-hoc networks (MANET) with P2P 3D Streaming imposes 

the additional challenges described in the subsequent section.  

1.4. Challenges and Issues 

Mobile devices have various challenges and limitations that affect the wireless 

network design. However, several challenges need to be considered before 
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streaming the 3D content over thin mobile devices. The most critical challenges 

are as follows.  

 Thin mobile devices: These are resource-constrained devices such as 

restricted storage volume, low processing speed, inadequate battery life, 

limited graphical accelerators, limited graphics hardware, and many 

more [14]. Due to these limitations, the complex 3D content rendering 

over the thin mobile devices is the bottleneck.  

 Wireless network bandwidth: The mobile devices leverage the 

wireless medium to share the resources among the nodes. Hence, it 

produces unpredictable throughput because of the interventions, which 

leads the communication breaks as a result high rate of packet loss. 

However, the P2P 3D Streaming over thin mobile device applications 

suffers from extra bandwidth consumption due to broadcasting the 

updated messages to all the nodes in the wireless network.  

 Nodes mobility: In an ad-hoc wireless network, the mobile nodes move 

freely inside or outside the AOI. Thus, it leads to dynamic changes in 

the network. This causes frequent changes in the routing path from 

source to destination. 

 Peer and piece selection: In an ad-hoc wireless network, the mobile 

nodes form the communities based on common interests. Thus, it leads 

to streaming quality optimization based on the available bandwidth. 

However, the peers requested content is available with many peers 

because the peers request content within or outside the AOI. Suppose 

the invited peer selects the partner randomly, leading to the request 

contention. The acceptable content may maliciously damage the fairness 

rules. Therefore, peer and piece selection are critical problems. 

 Security: In an ad-hoc wireless network, security is a massive and 

critical problem because of the distributed environment. The peers share 

the content easily among other peers, which are associated with 

numerous challenges to deliver content securely. Thus, guarantee secure 

and trustworthy peer interactions and maintain shared content integrity 

[15]. 
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1.5. Research Motivation 

Over the past decades, P2P 3D Streaming over thin mobile device applications 

such as MMOG has become very popular in the gaming industry. The primary 

characteristics of these games allow an enormous number of players and engage 

the interaction over the internet. In MMOG, the players interact with the other 

players and exchange resources over the internet. The players request the 

neighboring peers based on similar content available within the AOI. The 

players having the requested content will respond positively. The invited peer 

selects the opponent player randomly, which causes various security problems 

such as uncertainty behavior of the players, cheating in online games. However, 

while sharing the content, the eavesdroppers may modify or illegally distribute 

content once they receive the content. Hence, choosing the right partner and 

providing content integrity are critical challenges in the virtual world. These 

challenges influence this research to provide a solution by selecting a 

trustworthy partner and sharing the 3D content in a protected manner. The 

primary contemplation of this research is emphasized below. 

1. The trustworthy partner selection through the uncertainty trust model. 

2. An efficient trust assessment algorithm to compute trustees' 

trustworthiness from the trustors' perspective.  

3. 3D content is protected through the digital watermarking algorithm. 

1.6. Research Objective 

The primary objective of the research work is to formulate the uncertainty trust 

model operations to assess the trust opinion of unknown players based on the 

known player recommendations. The players' trust opinions are computed based 

on normal probability distribution. Hence, all trustees' effective and accurate 

trustworthiness is assessed from the trustor's perspective. The secondary 

objective is to design the digital watermarking technique to protect the 3D 

content integrity of color images and validate the performance under various 

watermarking attacks. The following objectives are achieved in the course of 

the proposed research.  
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The objective of the thesis 

 Design & Implement an algorithm to enhance the trustworthiness of 

partner selection and content protection in P2P 3D Streaming over thin 

mobile devices. 

Sub Objectives: 

o Devise a trustworthy partner selection scheme for P2P 3D 

Streaming over thin mobile devices. 

o  Design an effective trustworthiness computing algorithm to 

assess the trust of all trustees from the trustors' perspective. 

o Design the 3D content /copyright protection scheme for color 

images. 

o To verify and validate the proposals using simulation based on 

the study. 

1.7. Thesis Contribution 

The present work focused on the "Security enhancement of P2P 3D streaming 

over thin mobile devices", and its significant contributions are described below. 

1. A comprehensive study about the various trust recommendation 

techniques, trust assessment models in the P2P environment and 

identifying its limitations.  

2. The state-of-the-art of 3D anaglyph content protection techniques and 

their limitations.  

3. The proposed a trustworthy partner selection scheme for MMOG using 

an improved Three Valued Subjective Logic (I-3VSL) uncertainty 

model. 

a. Formulate the I-3VSL uncertainty trust model operations: 

discounting and combing. 

b. An efficient trust assessment algorithm to compute the 

trustworthiness of all trustees from the trustors' perspective.  

4. Design a robust digital watermarking scheme for 3D anaglyph content 

protection for color images.  
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1.8. Thesis Navigation 

A summary of the thesis structure is described below: 

Chapter 2 Literature Review on Trust Assessment and Content Protection: 

Describes the background details of trust assessment. Emphasizes the various 

conventional trust models and recommendation approaches associated with the 

P2P environment. Determines the gaps related to trust models and 

recommendation approaches. The prevailing gaps provide the prospects for this 

work. Correspondingly, it describes the digital watermarking techniques. The 

state-of-the-art 3D anaglyph content protection techniques through digital 

watermarking strategies identify the gaps associated with these strategies.  

Chapter 3 Proposed Framework for Trustworthy partner selection 

scheme: The improved three-valued subjective logic operations—design of the 

Trustwalker algorithm to compute the trustworthiness of all trustees from 

trustors' point of view. The trusted network design, such as non-series parallel 

network, i.e. arbitrary network design and problems associated with series and 

parallel network, improved three-valued subjective logic operations. 

Chapter 4 Proposed Framework for Robust watermarking scheme: A 

robust 3D anaglyph content protection technique for color images using 

Discrete Wavelet Transformation, Hessenberg Decomposition, and Singular 

Value Decomposition. The watermark embedded strength or scaling factor is 

optimized through the Particle Swarm Optimization (PSO). The optimized 

scaling factor determination under a no-attack scenario. 

Chapter 5 Results and Discussion: presents the experimental setup to assess 

the trust—the accuracy and error computation through MAE, RMSE and 

accuracy. Similarly, the robustness and imperceptibility are computed through 

MSE, PSNR, SSIM and NCC under various attacks with different watermark 

logos. Further, it presents the comparative analysis of the proposed schemes 

over the existing approaches. 

Chapter 6 Conclusion: Concludes the thesis summary and presents a future 

direction of work. 
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1.9. Summary 

This chapter emphasizes the introduction of thin mobile devices and their 

applications. The significance of 3D Streaming over the media and video 

streaming and essential characteristics of P2P 3D Streaming. The real-time 

applications of P2P 3D Streaming and their challenges related to trust and 

content protection. Further, the security concerns in P2P 3D Streaming over thin 

mobile devices. Lastly, it presents the research motivation, objective and thesis 

orientation. Hence, the proposed work enhances the security of trustworthy 

partner selection and 3D anaglyph content protection for color images. 
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CHAPTER 2 

LITERATURE REVIEW ON TRUST ASSESSMENT AND 

CONTENT PROTECTION 

 

The relevance of trust management and content protection solutions that have 

emerged in the P2P environment is discussed in this chapter. The extensive 

study of the trust assessment and reputation models and the research challenges 

involved with them are presented. Further, the content protection strategies and 

the relevance of digital watermarking concerning various attacks are 

investigated. The Anaglyph 3D images and video content protection are 

thorough examinations. Later, it discusses the critical challenges of the trust 

assessment and content protection of Anaglyph 3D images.      

2.1. Review on Trust Assessment 

The distributed virtual environment (DVE) applications based on mobile 

devices have emerged faster. Thus, privacy protection of conventional security 

such as confidentiality, integrity, and content availability is impossible in ad-

hoc wireless networks based on the policies. However, the DVE applications 

work in a collaborative environment. The collaboration depends on the ideology 

behavior and integrity of the players involved in the network. Therefore, the 

collaboration scheme is employed through trust and reputation.   

2.1.1.Significance of trust models  

Trust models are emerging in thin mobile device applications such as MMOG. 

In MMOG, each player act as a client and service provider. A client player 

selects the opponent player based on the content availability and location. 

Suppose the requested content is available with multiple players inside or 

outside the AOI[6]. Then, choosing the right player is imperative to identify the
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players' behavior before establishing the communication. The selected player 

acts as a service provider, and the content is exchanged over the internet. In this 

case, the requestor and service providers don't have control over each other. The 

requestor believes the content provider is trustworthy. The service provider 

believes that the trustworthy requestor accesses the content in a protected 

manner[16]. Hence, this can be possible through the trust that optimizes the risk, 

increases productivity, and builds strong relations among the participants. The 

trust models are also responsible for establishing and managing the trust 

relationships among the players. 

2.1.2.Definition of trust 

The term trust signifies the belief or confidence that one person has in another 

person's events. The trust has been extensively employed in many fields of 

computer science such as e-commerce, social networks, MMOG, and many 

others [17]. Several authors define trust in different domains, and the definitions 

are as follows. 

 Diego Gambetta [18], trust is evaluated as "The requestor assigns the 

subjective probability opinion to the service provider when the service 

provider performs the assigned work."  

 Lucas [19] privileges, "trust permits the requestor to know the 

challenges of the service provider based on that the requestor decides 

whether to interact or not."   

 Bhattacherjee [20]," trust is leveraged as an effective monitoring tool for 

any scenario. Trust as an institutional control scheme that prevents the 

damage, imposes restrictions on adverse selection, optimizes the 

administrative roles, encourages the interactions and promotes the 

strong relationships for long-term." 

 Blomqvist and Stahle [21] defined it as "the trustors' expectation on the 

trustees' competency, benevolence or friendliness and identity are 

proven through the experience." As a result, the trustees' behavior and 

trust vary depending on the evidence of these components.  



14 
 

 Rousseau[22] stated as "Trust is an important state characterized by the 

willingness to tolerate the weakness in the compensation of optimistic 

beliefs about another's intentions and actions." 

 According to the oxford glossary[23], "trust is the secure belief in the 

person's trustworthiness or fact or asset." At the same time, Webster's 

dictionary outlines trust as confidence dependent on personality, 

capability, asset, or fact. 

Regardless of the numerous definitions of "trust," it can be summarized as a 

combination of expectation and vulnerability. Correspondingly, some of the 

essential features from the illustrations were recognized as illustrated in Figure 

2.1 and particulars as follows. 

 Interaction: Trust is defined as the actual or prospective interaction 

between two parties in the form of trust relationships. 

 Expectation: Trust implies that one party expects something from the 

other, or both parties expect something from the other party. As a result, 

the trustees' desired behavior indicates the subjective probability, which 

relies on the trustors' willingness. In a trust relationship, the party can 

serve as trustor and trustee.  

 Uncertainty: Trust means removing the hesitation while establishing 

engagement between the trustor and trustee. 

 Vulnerability: Trust means one party has faith in another party that 

becomes susceptible to a negative outcome. The ramifications of the 

negative effect are the risk that the trustor is willing to receipts. As a 

result, trust includes the decision or action. 

 Context: Trust between certain parties is never the same since trust is 

influenced by the environmental factors and applications implicated. As 

a result, a diverse level of trust emerges between the same parties in 

different ecological scenarios.  
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Figure 2.1 Trust provisions 

Although trust is ordinarily messy with reputation, these two terms are entirely 

distinct. Reputation is a belief about an individual or personality. Therefore, 

reputation is assessed of trustworthiness through the recommendations or 

feedbacks from the general opinions. The trust is formed based on the own 

experience. Nonetheless, the own experience is lacking, and then the trust is 

evaluated through the referrals such as reputations.  

2.1.3.Significance of reputation models 

Conventional security schemes employ credential-based models to protect 

against malicious parties in a distributed environment. These models verify the 

authentication and authorization of the requested users before accessing the 

requested content, then permit the authorized users to access the content. 

Conversely, this approach suffers from various problems includes quality of 

service (QoS), inconsistent and behavior control strategy of the user. As a result, 

VE applications loose clients. Apart from this, adversarial users explore the 

network vulnerabilities and capture critical information while interacting. 

Therefore, trust-based reputation models are essential to address these 



16 
 

problems. The reputation model computes the users' reputation based on 

previous interactions, such as direct or indirect opinions. Thus, the reputation 

score determines the quality or personality of the user. In other words, 

reputation is a report of past transactions, while trust is the future expectation or 

objective. Therefore, the primary purpose of the reputation models is to 

optimize the malicious activities in the network by extricating the users' 

behavior as trustworthy and untrustworthy. Moreover, the reputation models 

form strong trust relationships by computing the unknown users' reputations, 

which are disseminated geologically. 

2.1.4.Definition of reputation 

The term "reputation" refers to a broad concept that includes various elements 

in distributed computing study from many perspectives. 

 According to Merriam-Webster [24] glossary and Wikipedia [25], 

"reputation is the communal opinion of the public that have about a 

person, i.e., the general people judge a person based on personality or 

eminence." 

 Daniel Threlfall [26] stated that "reputation is the subjective qualitative 

confidence a person has concerning a product, somebody, firm, 

trademark or facility." 

 Abdul-Rahman and Hailes [27] are said as "reputation is anticipation 

about someone or entity's behavior based on knowledge or observation 

correlates to previous behavior.  

There are numerous definitions for the term "reputation," [24]–[27] it is 

summarized as "indirect trust that is assessed based on the public opinion on the 

person or behavioral information relating to previous interactions." 

2.1.5.Trust scope 

To measure the trust of one party relies on the other party's decision. Hence trust 

scope is distinct according to the relying party, as illustrated in Figure 2.2. 
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Figure 2.2 Trust scope 

 Direct trust: The trust derived from own experience or opinion. 

 Indirect trust: The trust derived from other participants' 

recommendations.  

 Referral trust: The trusted party recommend someone that performs 

the function. 

 Functional trust: the selected party trust is derived from the trusted 

party recommendations or referral trust.  

 

Figure 2.3 Trust relationships 

Consider a situation from Figure 2.3, Alice has previous interaction with Bob, 

then Alice derives trust based on their own experience. Similarly, Bob has their 

own experience with Claire. This derived trust is known as direct trust, whereas 

Alice never interacted with Claire, but Bob recommended Claire to Alice. Thus, 

Alice initiates the relationship with Claire depending on Bob's reference, which 

is referred to as indirect trust, and here Bob acts as a referral trust. Based on the 

referral, the trust is derived from Alice to Claire is known as Functional trust. 
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2.1.6.Trust properties 

The trust properties classification is illustrated in Figure 2.4. The trust properties 

are crucial in determining trust. However, trust qualities might differ depending 

on subjective or period. 

 

 Figure 2.4 Trust properties 

 Asymmetry: Trust is one-way relation between two or more parties. For 

example, two parties, A and B, interact with each other. The trust is 

measured between A to B, denoted by some quantity of belief. Similarly, 

trust evaluated between B to A is represented in some amount of faith. 

Therefore, the opinion from A to B and B to A is not symmetrical, i.e., 

node A believes node B, but the same belief cannot be expected from 

node B to A; hence trust is asymmetry [28], [29]. 

 Context dependency: The trustor node has different trust opinions for 

the same trustee in different perspectives such as computational power, 

data transfer rate, resource quality, and many others. For instance, node 

A is a patient, node B is a doctor, and node B trusts node B as a doctor's 

perspective. However, node A never relies upon node B to repair a car 

from a mechanic perspective. Therefore, trust opinion changes 

depending on the context [30], [31].  
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 Dynamic: In an ad-hoc wireless network, the nodes move freely based 

on their interest and establish new interactions. Therefore, the trust 

opinions vary with new experiences, observations, and interactions[32]. 

New experiences are essential in assessing trust rather than old 

experiences. Therefore, a dynamic trust assessment is necessary. 

 Subjective: Trust is a subjective probability where the trustor is 

computing the trustees' trust based on the recommendations of the 

others. The opinions of the recommenders are personal, and it leads to 

personalized trust computation [33]. However, the topology changes, 

node behavioral changes, and recommenders' preferences impact the 

evaluated trust review.   

 Transitivity: This property plays a vital role in an indirect trust 

assessment based on the recommendations. For example, if node A 

trusts node B and node B trusts node C. Node A never interacted with 

node C then derives the trust from node A to node C through the 

recommendation of node B. Hence, the trust opinions are transferred 

from one to another member that forms the trust chains [28], [34], [35].   

 Compose: This property plays a vital role while a participant forms trust 

about someone or entity that did not interact earlier. However, when 

several parties recommend different amounts of faith about a participant, 

the trustor composes all the trust information. For instance, Claire is 

recommended to Alice by several participants in the network with 

different trusts. Alice collects all trust information received from various 

parties. Then, Alice decides whether Claire is a trust or not.     

 Quantitative values: Trust can be represented as numeric, discrete, or 

continuous values. The numeric trust represents the level of trust scale 

with ratings or labels. The discrete faith is expressed in either binomial 

or multinomial Bayesian systems. The binomial Bayesian discrete belief 

is positive or negative, whereas multinomial discrete trust is in trust 

levels such as excellent, good, moderate, and destructive. 
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In general, trust can be classified as trust information sources, trust assessment, 

trust propagation, and their sub-categories are shown in Figure 2.5. The details 

are available in the subsequent section. 

 

Figure 2.5 Building blocks of trust 

2.1.7.Trust information sources 

The trust assessed in online games is based on the interaction between the 

player's such information can be collected using Attitudes, experiences, and 

behavior are described briefly as follows  

 Attitudes: It is defined as the participant satisfaction or dissatisfaction 

with an individual or entity. This information is derived from players' 

interactions that scale strongly agree-5, agree-4, neutral-3, disagree-2, 

and strongly disagree-1[36]. 

 Experiences: In the P2P environment, the experience is critical 

information to compute the trust among the peers' interaction. The 

backgrounds (i.e., direct belief) are collected based on the interaction 

ratings between the trustor and the trustee through a feedback 

mechanism[36]. The experience can be immediate and indirect, which 
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are affected by attitudes and behaviors[37]. However, most reputation-

based models such as peer-trust and power-trust models are employed 

based on the users' experiences as a source of trust information.  

 Behaviors: Trust is assessed by analyzing the interaction pattern among 

the players. For instance, the player is an active member in the online 

game and unexpectedly drops. Thus, the trust value decreases and 

reflects on the individual behavior. Therefore, the individual behavior 

demonstrates the experience among user to user, user to a group 

(depends on the category of the interaction, frequency, or change of 

interaction) [37].   

2.1.8.Trust models 

Trust is fabricated based on the interaction between players, and how to 

exemplary the trust in DVE has fascinated extra contemplation in contemporary 

online game studies. Various trust modelling approaches exist that are briefly 

discussed. 

2.1.8.1.Topology based trust model (TTM) 

The TTM model fabricates the trusted network based on the participants. The 

participants are represented as nodes in the graph, and interactions among other 

participant nodes represent direct edges that form the trust relationship. The 

advantage of the TTM model is (i). The nodes with higher in-degree have a 

higher level of trust, (ii). The node establishes the interaction with a higher out-

degree node; thus, the trust level increases, and (iii). TTM model controls the 

random walk trust assessment. 

Although, the TTM model analyzes the network topology to identify 

trustworthy nodes by distinguishing between unreliable and trustworthy 

network regions[38]–[41]. Further, leveraging the depth-first search (DFS) 

strategy, a trustor determines the trustee's trust based on reachability probability. 

A low probability signifies that the trustee is the untrustworthy region and vice 

versa. Later on, the trust inference is leveraged to assess the indirect trust using 

the trust values between the participants. The trust relations among two 

participants are represented as a probability value. The widespread TTM 

indirect trust inference model is Tidal trust, which derives belief from trustor to 
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trustee by considering the neighbors' higher rating [42]. Thus, compute the 

threshold trust value for the trusted network then selects the neighbours with an 

edge value ≥  to the threshold. However, the indirect trust inference is a critical 

problem in the TTM model as network reachability [43]. TTM model examines 

the trust in the same group or society and depicts it as an absolute trust. As a 

result TTM model excludes the uncertainty trust. 

2.1.8.2.Interaction based trust model (ITM) 

This model employs the user interactions that establish the network to compute 

the trust. The trust is evaluated through the participants' interaction patterns, 

identifying patterns based on user activities and interaction between two 

parties[44]. The user activities are observed in terms of shared information 

measurement such as number of rates, number of reviews, length of the 

comments, and many others. The interaction relations between the parties 

include novelist to the rater, novelist to novelist, and rater to the rater. Further, 

this model also consists of the time difference between users' responses while 

establishing a relationship as a "temporal aspect." The machine learning 

techniques are leveraged to predict trust through information obtained from the 

interaction between users. Then, the information factor originates from training 

the classifiers that predict the users' trust. 

A social network is established based on user interactions to assess social 

trust[45]. This model consists of two types of trust: reputation and involvement 

trust. Reputation trust refers to accepting a community member and certifying 

a member's trustworthiness from other members' perspectives in the network. 

The involvement trust relates to participation in the community and representing 

their trust towards the community. The reputation trust is measured by how 

many members read, follow, and positive feedback on comments. The 

involvement trust is measured by how frequently users visited the site, how 

many members followed, and how many posts read and commented. The social 

trust of the community is determined by merging the reputation and 

involvement trust. Although social trust is computed based on the interaction-

based model, it ignores the social network's topology. The social network 
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structure provides critical information about the member's relationship with 

others in the network.  

2.1.8.3.Hybrid trust model (HTM) 

This model is designed using interaction and topology-based trust models to 

assess social trust, which is referred to as an "opportunistic network" [46]. This 

network permits the users to participate in numerous interactions and share the 

resources. This model uses the two approaches to assess social trust, such as 

implicit and explicit social trust. An explicit trust is fabricated through 

conscious social relations between two users, exchanging their friends' list and 

storing it as a friendship graph. The friendship graph consists of the list of 

friends and their respective trust values that establish the direct trust relations. 

Implicit trust is fabricated based on the duration and frequency of interaction 

between two users based on the familiarity and similarity of the users. 

Familiarity represents the duration of the interaction among the two users, and 

similarity denotes the degree of coincidence between two users. Although, 

explicit trust is based on topology, and implicit trust is based on the interactions 

in the network. This approach considers only the duration and frequency of 

interactions. However, the nature of the interaction between two users is critical 

in the social trust assessment. For instance, two parties interact pretty often, but 

they are debating, then the trust between these two users is high, but it is not 

possible in real-time.  

2.1.8.4.PageRank-based trust model (PRTM) 

The PRTM model determines the trustee's trustworthiness according to the 

trustor's interests. The PRTM leverages the PageRank algorithm to classify the 

users by referring to prior transactions. On the other hand, it leverages the 

standard graph search techniques to find the trustor's path to a trustee. The trust 

value determines the trustee's trust value along that path at each edge. The 

PRTM technique adaptions are Eigen Trust [47] TrustRank[48].  

For instance, the Eigen Trust approach proposed for P2P environment searches 

trustworthy peers based on the policies. The trustworthy peers are selected 

based on the higher trust score and higher moving probability among the other 

peers. After that, the TrustRank algorithm is proposed to detect spam web pages. 
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This algorithm leverages the page rank algorithm to rank the trustworthiness of 

the web pages. However, these algorithms are leveraged to trust rankings, not 

for the absolute trust values of the peers or pages. 

2.1.8.5.Probability-based trust model (PBTM)  

The PBTM indulgences the direct trust as probability distributions, in which the 

trustor determines the trustee's trust derived from the prior transactions and 

circumstances that defines future behavior probability[49]. PBTM analyses the 

trust more accurately by employing the probability and statistics such as 

Maximum Likelihood Estimation, Hidden Markov Chain [50], [51], and many 

others. For instance, direct trust is assessed through the discrete multinomial 

distribution then trust is measured using likelihood estimation through 

distribution attributes depending on the evidence. Similarly, the discrete 

binomial distribution is employed to assess whether the user's trust is 

trustworthy or not, and then likelihood is accomplished through Beta 

distribution [52]. If the trust model is a continuous random variable, then 

Gaussian distribution is used for non-discrete where the results are constant[53]. 

Further binominal distribution is extended to multinomial distribution to handle 

the multiple random discrete variables. Hence, the trust assessment of 

multinomial distribution is accomplished through the Hidden Markov Model 

(HMM) and Bayesian analysis [54]. The evidence includes reputation score and 

similar preferences consequently assess the dynamic trust. 

2.1.8.6.Subjective logic-based trust model (SL) 

Josang proposes the SL model by employing probability-based models and 

graph theory [55]. The SL model assesses the direct trust by using the Beta 

distribution based on the evidence in positive and negative. The benefit of the 

SL model is that it judges the users' trust by considering the uncertainty. The 

uncertainty exists in the trust assessment because it is difficult to measure with 

absolute certainty, i.e., whether a user is trustworthy or not[56]. Further, the 

trust assessment accuracy is enhanced by replacing summation and average 

operations with discounting and consensus operations. The discounting function 

derives the new trust relationship from the existing trust relations [57]. The 

consensus operation combines the different trust opinions from trustor to trustee 
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that derives the new trust opinion [58]. Therefore, indirect trust is measured 

between the two connected players [59], [60]. SL model preserves the 

uncertainty evidence as a constant throughout trust assessment. Thus, it 

produces inaccurate results for complex networks such as bridges or arbitrary 

networks. 

2.1.8.7.Three-valued subjective logic (3VSL) 

The 3VSL model is an enhanced version of the SL trust model. The 3VSL model 

further classifies the uncertainty evidence into prior and posterior evidence. This 

model assesses the trust more accurately for complex networks based on the 

trustors' perspective. 3VSL model also uses discounting and combining 

operations to evaluate the indirect trust assessment[61]–[64]. However, this 

model requires improvement in discounting function because it ignores the 

trustors' distrust evidence. Hence, the distrust and posterior evidence changes 

are not influences in the trust opinions between two players. Table 2.1 presents 

the synopsis view of the above-stated trust assessment models.  

 

Table 2.1 Summary of various trust models 

𝐓𝐦 𝐓𝐜 𝐓𝐮 𝐃𝐭 𝐈𝐭 Findings 

TTM √ × √ √ 

Network reachability problem while 

assessing the unknown players' trust.  

Assess the trust within the community 

ITM √ × √ − 

This model ignores the social 

network's topology while  assessing 

the trust 

HTM √ × √ − 

This model ignores the nature of the 

interaction between two users, which 

is essential in trust assessment.   

PRTM √ × × × 

The ratings are assigned based on 

previous transactions. 

Trust propagation produces inaccurate 

results. 
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𝑇𝑚 : Trust models, 𝑇𝑐: Certainty trust, 𝑇𝑢: Uncertainty trust,𝐷𝑡: Direct trust 

assessment,𝐼𝑡: Indirect trust assessment  

According to Table 2.1, the existing trust assessment models represent the trust 

as absolute, and their assessment is accurate for only direct trust assessment. 

However, the indirect trust assessment results are inaccurate. At the same time, 

SL and 3VSL accurately evaluate the direct and indirect trust and represent the 

trust as an uncertain trust. Nevertheless, the SL trust model estimates the trust 

accurately for simple networks but not for complex networks. Similarly, the 

3VSL trust evaluates trust accurately for complex networks; still, this model 

requires enhancement in their indirect assessment.  

2.1.9.Trust propagation models 

In a P2P environment, various techniques propagate trust information. The 

popular propagation approaches are recommendation or reputation and 

visualization models. 

2.1.9.1.Trust reputation models 

The primary objective of the trust reputation model is to produce personalized 

recommendations through aggregating the trust opinions from other members 

in the trusted network. This study explores the most widely used reputation and 

PBTM √ × √ × 

Only focus on the direct trust 

assessment of the known users. 

SL × √ √ √ 

Preserves the uncertainty evidence as 

a constant throughout trust assessment 

and produces inaccurate results for 

complex networks such as a bridge or 

arbitrary networks. 

3VSL × √ √ √ 

An improvement is required in 

discounting operations because it 

ignores the trustors' distrust evidence. 

Hence, the distrust and posterior 

evidence changes are not influences in 

the trust opinions. 
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recommendation schemes in the P2P environment. Adopting is the accounts of 

such reputation and recommendation systems. 

Eigen trust model (ETM): ETM determines the global trust by leveraging the 

eigenvector matrix, which comprises the local reputational values. The local 

reputations are determined through the satisfaction or dissatisfaction of other 

peers' judgements, which is standardized to [1, 0][47]. This strategy reduces the 

amount of un-authentic file downloads that the malicious peers transmit. ETM 

can identify harmful peers from the trusted peers' group (i.e. pre-trusted 

network) and leverages optimal bandwidth. The ETM model is experiencing the 

following problems, which are described below: 

 The reputation is derived by the pre-trusted peers merely by examining the 

surrounding nodes. As a result, several peers earned poor evaluations 

despite being truthful and jeopardized their performance.   

 The pre–trusted network member acquires un-authentic content from a 

deceptive peer, and the file is thought to be authentic by other participants. 

Therefore, several peers can access and shares the forged file. 

 The peers can simply report a lack of credibility and diversity in a stable 

pre-trained community. 

Enhanced eigen trust model (EETM): "Honest Peer," peers with the highest 

reputational values play an additional role in assessing other peers' global 

reputation values. The honest peers are selected automatically in terms of 

credibility and quality [65], [66]. In some situations, the legitimate peer sends 

an un-authentic file, and then other peers can easily download that file. The 

reputation value of the selected honest peer will be deceased; thus, select the 

next trustworthy peer. 

Peer trust model (PT): The PT reputation scheme analyses and maintains the 

peer's trust value in a distributed context by leveraging the earlier contacts. The 

peers' trust is determined by considering a variety of characteristics such as the 

number of peers contacts, peers feedback, feedback sources repute and 

transaction dependability, and the relevance of the community [67]. The peers' 

trust is determined by aggregating trust indices and all aspects of trust. 

Therefore, it mitigates attacks, including man-in-the-middle, tampering with the 
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nodes, and distributing suspicious messages. However, PT has the following 

pitfalls.  

 The trustworthiness of peers is evaluated leveraging a variety of criteria. 

As a result, the minimum number of interactions is necessary to 

determine recently joined peers' legitimacy. 

 The highest peer trust value always provides reliable feedback; however, 

this is unattainable.  

 Since peers' performance evolves over time; thus, they emphasize the 

more contemporary peer reputation value instead of prior 

accomplishments while assessing the trustworthiness. 

Grid peer trust model (GPTM): This is an enhanced version of the PT model. 

GPTM includes satisfaction criteria, decay function, and parameters used in the 

peer trust model. These additional parameters are used for initial trust ratings, 

which also satisfy the satisfaction criteria. Here, satisfaction criteria vary from 

application to application. Additionally, a decay function is also used. The 

purpose of the decay function is to update the number of interactions, feedbacks, 

and transaction context factors for feedback of each transaction. These decay 

function updates are essential because they consider all the previous transaction 

records. The transaction records are collected from communities developed in 

peer-to-peer communications. Further, all of these communities deal with a 

specific set of problems, vulnerabilities and summarize all of these factors in 

evaluating peers' trustworthiness [68]. In various observations [68], it has been 

observed that this model helps overcome the various security threats, remove 

bogus peers, identify hidden hostile communities, and push down the integrity 

of trusted peers. 

Cuboid trust Model (CTM): CTM uses relationships between three factors 

(trustworthiness, nodes participation, and Quality of Services (QoS)) for trust 

computation. The local and global trust values are helpful for the final trust 

calculation. The global trust value of each interaction is measured with the 

power iterations. Power iteration is calculated from trustworthiness value, 

current node participation, and QoS. CTM model is popularly known for 
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reducing un-authentic downloads even though the network includes malicious 

peers [69]. 

Power trust model (PTM): This trust model evaluates each participating 

node's trustworthiness based on power-law feedback property. Here, nodes 

having high power feedback are considered power nodes. PTM uses a 

distributed ranking algorithm in selecting the power nodes at random. PTM is 

well known for increasing performance and accumulating global trust 

reputation speed [70].  In experimentation, if the power chosen node is a 

malicious pre-trusted peer, the system is considered highly susceptible to 

damage. On the other hand, most peers' preferred nodes are deployed to 

communicate with power nodes, which may cause the collusion problem[70].  

Gossip trust model (GTM):  GTM is designed for an unstructured P2P 

network. GTM uses a gossip-based protocol to accumulate global trust 

reputations accurately and rapidly. In GTM, peer-to-peer communication occurs 

for trust score propagation and reaching a global consensus on peer reputation 

[71]. Peer-to-peer communications add overheads because of the aggregation of 

local reputation values from different neighbours. However, the absence of an 

error recovery mechanism makes GTM lighter compared to deterministic 

protocols.  

Belief propagation (BP/P2P): In BP/P2P, the peer interacts with other peers in 

the malicious peers' presence. After successful interaction, the peers provide the 

Quality of Service (QoS) rating. This QoS rating helps assess peers' 

trustworthiness and filters the malicious peers from the decentralized 

network[72], [73]. Further, this strategy helps reduce the errors in the peers' 

reputation calculations. However, this model suffers from the communication 

overhead like GTM. 

Vector trust model (VTM): In a P2P network, the peers interact with other 

peers and store their feedback in the local trust table, also known as the vector 

trust table. In VTM, Trust Vector Aggregation Algorithm (TVAA) is applicable 

if no historical interaction between pairs is available [74]. In TVAA, multiple 

trust propagation paths are possible, and each trust path aggregates the trust 

propagation of the selected peers. Finally, aggregated trust is updated in the 

vector trust table. In VTM, the global reputation value is calculated dynamically 
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rather than stored in a vector trust table. This approach increases the complexity 

of the model.  

Hierarchical fuzzy trust model (HFTM): This model evaluates the 

trustworthiness of peer-based on the history of local trust, local trust index, and 

global trust value through cumulative local transaction information [75]. Hence, 

this model enhances the accuracy and minimizes inauthentic downloads. HFTM 

aggregates the local transaction information collected from all peers to produce 

each peer's global reputation. However, this model suffers from computation 

and communication overhead.  

Trust network analysis subjective logic (TNA-SL):  This model uses the trust 

opinions in trust, distrust, neutral, and base rate. The final quantified trust value 

is measured from the trust propagation and trust fusion mechanisms[35], [49], 

[52], [76]. However, this model forms the trusted network based on Direct 

Series Parallel Graph (DSPG) and expresses it in the canonical form, resulting 

in information loss[55], [77], [78]. Table 2.2 summarizes the performance of 

the existing reputation models on various parameters.  

 

Table 2.2 Comparative analysis of reputation-based trust models 

Reputation-Based 

Trust Models  
A B C D E F 

Kamvar et al.[47] M M H M H L 

Xiong et al. [67] - H H M M L 

Zhou et al.  [70] M M M H M L 

Gupta et al.[71] H M L H L H 

Gaeta et al.[72] H M M H - H 

Zhao et al.[74] H M L H - H 

Lin et al.[75] L M L H - H 

Jøsang et al.[77] H L L H - H 
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H: high, M: moderate, L: low, A: Convergence speed, B: Message Overhead, 

C: Computational Overhead, D: Malicious peer detection, E: Inauthentic 

downloads, F: Scalability.   

According to Table 2.2, the above-listed reputation-based trust models provides 

high computational and communication overhead, low inauthentic downloads, 

high scalability and detection rate of malicious peers is high. Although in P2P 

file-sharing systems, the peers employ the trust ratings to select the trustee peer 

from a group of peers based on the higher trust value. Therefore, the trustor peer 

moves towards the trustee peer based on the high probability and higher trust 

value. With this principle, the Eigen Trust [47] and Trust Rank [48] algorithms 

are employed to assign the trust scores to peers in the network based on the 

earlier transactions. However, Mole trust [79] and Tidal trust [42] searches for 

the high probability node in the network.  The mole trust model travels through 

the network commencing the incoming edges that have a larger than a 

predefined threshold. The trust aggregation is also dependent on edges trust 

values or weights. Thus, the trust values or weights are considered by selecting 

the best possible path and its corresponding trust value from source to 

destination[79].  

The Tidal Trust model applies Breadth-First Search (BFS) to find the shortest 

and reliable route in trust aggregation. Thus, the trust aggregation procedure 

searches the path from source to destination and covers every possible 

intermediate node. The current or recently available trust values are only 

considered in this search. However, there is always a chance to change trust 

value very frequently, which may cause the losing rates problem in the 

network[42]. 

The searching process also considers the user's interest in the selected node for 

trust aggregation and communication. All calculations in trust estimation, 

collection, and propagation are based on direct trust calculation rather than any 

form of indirect trust calculation. Cardoso et al.[59], [60] designed a user trust 

model for online games using BFS-DFS (Depth First Search) that integrated 

search traverses the trustor's path to a trustee with more reliable and high trust 

score values. In this process, the trustworthiness of all trustees is evaluated 

accurately by considering all possible directions. However, this approach works 
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well for simple networks but not for complex networks because it consists of 

more loops; hence, the results are inaccurate. The Assess Trust [61] model also 

uses BFS and accurately assesses the trust between any two users in the 

network. However, this approach is more computational intensive because of 

the search's depth, i.e., the hop's maximum number. 

2.1.9.2.Visualization models 

The propagation of trust information is visualized through the graph 

representation that consists of the connection among the trusted pair of nodes. 

A node with a higher in-degree means that a closer trust relationship. The trusted 

network visualization is represented with various tools such as social network 

visualization [80], network visualization [81], graph visualization[82], 

NetworkX [83], and many others. The visualization approaches are employed 

to examine and determine the trust in the community that identifies the 

trustworthy peers. Further, the trust visualization controls the peers' behavior by 

taking preventive actions includes the new exciting or relevant information, by 

evaluating the trust values to a predefined threshold. The trust value above the 

threshold then inspires the affirmative behavior otherwise adverse behavior.  

2.1.10. Analysis  

Table 2.3 depicts the comparative study of the trust literature based on the trust-

building blocks. Computer science assesses the trust values and compares the 

peers' absolute trust with the threshold or higher trust value that establishes the 

trust relations with other peers. Thus, some of the findings are described below 

based on the literature. 

i. Context-specific trust is essential while performing the trust propagation 

(transforming the faith from one to another), but more miniature trust 

models are considered. For instance, mobile manufacture releases new 

models in the market, and the trust of these models depends on past 

models. In this context, the trust is transformed from one Scope to 

another. Likewise, a patient trusts the doctor, and the doctor as a 

mechanic is distrustful. In this case, trust cannot be transferable. Hence, 

the research requires identifying when to transform the belief and when 

it cannot.   
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ii. Most trust models emphasize the topology-based models and represent 

the trust as a single quantity, i.e., absolute trust. However, it is 

challenging to determine if a peer is entirely reliable or not in 

instantaneously. Hence, the research needs to focus on the uncertainty 

trust models.  

iii. The source of trust information collection is focused on the literature's 

experiences or behavior. However, attitudes play a vital role in 

analyzing the user's behavior with other members' in-network while 

establishing interactions within the community. 

 

Table 2.3 Summary of trust literature 

Method 

 

Trust 

type 

 

Trust 

model 

Trust 

Property 

Trust 

comp

utatio

n 

Trust 

infor

matio

n 

Trust 

Propa

gatio

n 

ETM [47] 

 ATr 
TTM, 

PRTM 
S,T LM Ex Re 

EETM [65] ATr TTM S,T LM Ex Re 

PT[67] ATr TTM CS,D,S,T LM Ex Re 

GPTM [68] ATr TTM CS,D,S,T LM Ex, At Re 

CTM [69] ATr TTM D,S LM Ex, At Re 

PTM [70] ATr PBTM S,T,D BN Ex - 

GTM  [71] ATr TTM D,S,T LM Ex - 

BP/P2P [72] ATr TTM D,S,T Prob Ex Re 

VTM  [74] ATr TTM S,T LM Ex - 

HFTM [75] ATr TTM D,S,T Prob Ex Re 

Tidal trust [42] ATr TTM C, S,T Prob Ex Re 

Mole trust [79] ATr TTM C, S,T Prob Ex Re 

TrustRank [48] ATr PRTM S,T LM Ex Re 
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Interaction trust 

[44] 
ATr ITM D CL Be - 

STrust[45] ATr ITM CS,D,S LM Be - 

Hybrid trust 

[46] 
ATr HTM S, T LM 

Be, 

Ex 
- 

Probabilistic 

trust [49] 
ATr PBTM CS,S HMM Ex - 

HMM trust [50] ATr PBTM D,S HMM Ex - 

HMM trust [51] ATr PBTM CS,D,S HMM 
Be, 

Ex 
- 

Probabilistic 

trust [56] 
ATr PBTM D,S,T Prob Ex Re 

TNA-SL [77] UTr SL C,D,S,T Prob BI Re 

SL trust [59], 

[60] 
UTr SL C,D,S,T Prob BI Re 

3VSL trust [61] UTr 3VSL C,D,S,T Prob BI Re 

3VSL trust [63] UTr 3VSL C,D,S,T Prob BI Re 

 

ATr: Absolute Trust, UTr: Uncertainty Trust, CS: Context-Specific, C: 

Compose, D: Dynamic, S: Subjective, T: Transitive, LM: Linear Model, Prob: 

Probabilistic, BN: Bayesian Network, CL: Classification HMM: Hidden 

Markov Model, Be: Behavior, Ex: Experience, BI: Belief, At: Attitude, Re: 

Recommendation. 

2.1.11. Critical analysis 

The significant challenges in  trust and reputation models have been identified 

in a comparative analysis of various models [42], [47], [48], [59]–[61], [67], 

[70], [77], [79]:    

(i) The communication and computation overheads are associated with 

reputation and trust management. 

(ii) The inability to deal with uncertainty in trust evaluation strategy. 

(iii) The statistically intensive examination of uncertainty models in real-

world applications. 
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(iv) The dynamic trust evaluation platforms include the trust 

characteristics alterations in trust models to determine the most 

appropriate circumstance.  

(v) Direct interaction and trust opinions uncontrolled variations for the 

target network. 

(vi) Unpredictable change in belief opinions with either variation in 

player's trust or source of trust propagation. 

(vii) Trust misses management because of un-authentic trust score or 

players' distrust approaches. 

(viii)  Lack of trustworthiness among trustee nodes when trust 

probabilities vary in both predictable and unpredictable fashion. 

(ix) Error rate variations in searching the trustee nodes and trusted paths. 

(x) Variants in computation time are inevitable while performing an in-

depth search employing trustworthiness or peers interaction criteria.  

2.2. Review on Content Protection 

The richness of digital and information technologies in the modern world has 

opened innovative prospects for producing and supplying unconstrained 3D 

content leveraged in movies, gaming, virtual reality, computer-aided design 

(CAD), healthcare, medicine, military, bioinformatics, and many others. 

However, the internet has emerged with the digital revolution as a proficient 

content distribution that includes enormous data transmission, collaborative 

applications, web cache updating, continuous digital media streaming, and 

immersive or multiplayer gaming. Therefore, the content owners employ the 

service architecture to deliver their digital media effectively to requestors. The 

conventional service delivery model, such as client-server architecture, depend 

on a centralized server to deliver the media to a group of customer or customer. 

However, this distribution approach suffers from various problems includes 

server bottleneck, congestion, and single point of failure. Therefore, to enhance 

the service quality and productivity by using the Content Distribution Network 

(CDN) [84]. The CDN is a dedicated server widespread across the internet and 

delivers content to users. However, the content providers need to sustain 

infrastructure expenditures, high server maintenance costs, and limited 
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scalability that impact network performance. Therefore, P2P networks are 

essential. 

P2P networks deliver the content effectively to numerous users over the 

internet. The P2P technology provides various benefits such as low-cost 

infrastructure, fault tolerance, scalability are fascinating to the content providers 

towards the amendment of the P2P models. Further, the content distribution cost 

is much lower for content providers. As a result, the buyers' prices are also 

lower; thus, it increases the revenue of the content owners or industry. Despite 

its benefits, the major hindrance is an illegal distribution of content that 

produces financial loss to the organizations or content providers. Hence, the 

content protection techniques are essential [85]–[87]. 

2.2.1.Content protection  

The content protection includes several characteristics such as confidentiality, 

authentication, authorization, and copyright protection through encryption, 

digital rights management, digital fingerprinting, and digital watermarking, as 

shown in Figure 2.6.  

 

Figure 2.6 Taxonomy of content protection techniques 
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2.2.1.1.Encryption  

This approach offers secure content delivery to authorized users, and the 

authorized users access the content through decryption. This approach provides 

content protection in terms of confidentiality, authentication, and authorization 

[88]. The conventional encryption techniques provide content protection for 

images [89], audio [90] and video[91]. However, the encryption techniques are 

computationally high and provide the security while transferring the data from 

the sender to the receiver. Once the receiver obtains the content, the content 

owner has no control over the data, and the receiver can illegally distribute the 

content to others [16]. Therefore, encryption techniques alone do not prevent 

the illegal distribution of content [92]. 

2.2.1.2.Digital right management (DRM) 

DRM strategy ensures the dissemination of content and the owner's rights 

against suspicious users. DRM permits the content owners to define their 

business model for content control, including time-driven access, membership, 

multiple downloads of a single video, and restrictions on content transfer to 

mobile devices. A DRM system operates on three stages: it establishes the 

ownership rights for content, supervises content distribution, and restricts re-

distribution after delivery [93], [94]. To accurately manage these stages, a DRM 

system must adequately describe and explain three separate entities: the user, 

the digital media, and the usage rights associated with it, as well as their 

interactions [95], [96]. DRM uses the recipe of encryption and watermarking 

techniques that provides privacy. Encryption techniques are leveraged to control 

user access through a password mechanism, whereas authentication and 

integrity are provided through watermarking and digital signatures. Conversely, 

DRM techniques suffer from various challenges that are described below. 

1. DRM solutions are unreliable and incompatible with others. 

Typically the content provider develops its own content protection 

rules, which results in incompatibility with DRM systems. As a 

result, the users constantly search for digital content acquired via 

their preferred device. Therefore, the customers are unwilling to use 

DRM solutions owing to the lack of interoperability.   
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2. DRM technology protects content by generating and enforcing 

rights, identifying users, and monitoring content usage. However, 

the DRM system creates a critical security problem in terms of the 

content owners and users' privacy [97]. Therefore, privacy-

preserving and interoperable DRM systems are crucial because they 

ensure that any application or device can access its content without 

compromising the users' privacy. 

2.2.1.3.Digital fingerprinting 

Digital fingerprinting strategy enables digital content owners or publishers to 

exert greater control over the dissemination. In this method, the secret 

information associated with a user-specific identification is placed in the content 

to trace down an infringing re-distributor [98], [99]. Thus, the illegal copy is 

identified by extracting the fingerprint associated with the original recipient. 

This approach consists of three stages: generating a fingerprint, embedding the 

fingerprint in content, and tracing the illicit dissemination. Conversely, this 

technique has several drawbacks, including high computation complexity for 

inserting user-specific information and insignificant robustness against signal 

processing attacks, high communication cost, and low collusion 

resistance[100]. 

2.2.1.4. Digital watermarking 

The expansion of digital content demands an effective method to protect it via 

watermarking. Watermarking is the process of hiding a message, image, 

document, video, logo, or other pieces of information within digital media 

[101], [102]. This method is divided into two stages: embedded operation, 

which incorporates the users' copyright information, and extraction operation, 

which identifies the owners and verifies its integrity. However, determining the 

security of watermarks is application-specific parameters such as invisibility 

and robustness. The tradeoffs between invisibility and robustness are a critical 

challenge in the watermark. However, the watermarking techniques are 

different from steganography and cryptography [103], [104]. The significant 

differences among these schemes are revealed in Table 2.4.  



39 
 

Table 2.4 Comparison between cryptography, steganography, and 

watermarking [88], [103], [104] 

Characteristics Cryptography Steganography Watermarking 

Transmission, 

hiding data  

The ciphertext is 

created by 

encrypting the 

data included in 

an image or text 

file. 

The stego-file is 

produced by 

hiding the 

contents into 

digital data using 

an optional key. 

Watermark 

images are 

produced by 

inserting a logo 

onto digital 

content. 

Cover selections Not applicable No restriction Restriction 

Objective 

Robustness for 

content 

protection. 

Capacity for 

secret 

communication. 

Robustness for 

copyright 

protection. 

Detection and 

extraction 

process 

No protection is 

required to 

extract data. 

No protection is 

required for 

completely 

replicating 

content. 

Cross-correlation 

is essential for 

content copying, 

and the cover 

image is exploited 

in the extraction 

process. 

media and 

visibility 

coverage 

Encryption 

makes hidden 

data visible. 

Although, it's 

not simple to 

interpret data. 

Information is not 

often correlated 

with cover and is 

invisible to the 

human vision.  

Watermarks are 

occasionally 

visible to the 

human vision and 

constitute cover 

image features. 

 

According to Table 2.4, cryptography and watermark techniques are essential 

for content protection. However, cryptography provides protection during the 

transmission, whereas watermark enables copyright protection. As a result, the 

watermarking scheme is leveraged to protect the content in this work.  
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2.2.2.Significance of digital watermarking 

As digital content is exchanged or preserved over the internet services, the 

protection strategies are essential to ensure that it is secured against illegal 

access, intellectual property theft, ownership, and copyright infringement. As a 

result, to effectively address the concerns mentioned above through digital 

watermarking strategies [105], [106], as demonstrated in Figure 2.7.   

 

Figure 2.7 Flow of the watermarking method 

This approach incorporates secret information or image into an original image 

without affecting the original image quality. However, the phenomenal 

expansion of 3D digital applications has increased public awareness of the 

copyright protection, authentication, and proprietorship of media exchanged 

across open networks [107]. Digital watermarks handle complex ownership and 

tamper detection [108]. Although, the watermark imperceptibility enables 

secure communication without compromising the host image integrity against 

the attacks. As based on Figure 2.7, an attack is a strategy for reducing the 

contents' ability to be identified or shared through a watermark. Typically, the 

attacks on watermark are classified into two categories: accidental and 

malicious [109]. The malicious attacks are directed towards removing the 

embedded watermark, i.e., active attacks, whereas unexpected attacks do not 

intend to alter the watermark explicitly, i.e., passive attacks. Active attacks are 

introduced during the transmission of the watermark, and these attacks reap the 

advantages of prior information about the limitations of computational 
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resources and embedded approaches. The malicious attacks are further 

classified as geometric and signal processing attacks[110], illustrated in Figure 

2.8. 

 

Figure 2.8 Classification of attacks on the watermarked image 

 Geometric attacks are also stated as detection-disabling attacks. This attack 

modifies the watermarked image temporally and spatially, causing the 

detector not to detect the watermarked image during the extraction process. 

The geometric attacks include cropping, rotation, translation, and scaling 

[110],[111] [112]. Cropping means clipping a segment from the 

watermarked image and discarding the rest. Rotation means flipping a pixel 

in an input image to its corresponding position as an output image. Image 

pixels are moved to a new position in the resulting image. Scaling alters the 

size of the picture. Therefore, the watermark must be disseminated across 

the dimensions to resist geometric attacks.  
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 Signal processing attacks are also known as removal attacks that 

completely remove the owners’ secret information from the watermarked 

image without compromising the security of the watermarking algorithm. 

Signal processing attacks include compression, filtering, noise, watermark 

enhancement, and cryptographic attacks[110],[112].  

 Compression means reducing the image size to preserve time and space. 

For instance, if the watermarked image is not in JPEG format, the 

attacker can convert it into JPEG format by reducing the “quality factor” 

of JPEG compression until the image loses its targeted features[113]. 

Thus, the attacker can also resave the image with a lower quality factor. 

Therefore, JPEG compression resistance is essential in robustness 

evaluation.  

 Filtering attack removes host image frequencies to prevent interference 

(electromagnetic or electrical) and background noise. However, the 

high-frequency features such as edge details sharpen and refine the 

image[110]. Low-frequency components such as smooth variations 

provide the base image. Therefore, smooth variations are essential rather 

than the details. Further, filters are classified as smoothing and blurring. 

The most widely applied smoothing filters are averaging, low, median, 

and high pass filters. A low pass filter smooths out images by removing 

the high-frequency features. An image using a high pass filter removes 

out low-frequency characteristics due to sharper edges. The median and 

averaging filters replace each pixel with median and average values of 

the adjacent pixels. The term “blurring filters” refers to a collection of 

filters that segment images or blur images. These filters are classified as 

Gaussian and motion filters; Gaussian filtering blurs images by 

removing noise and information by employing a Gaussian function. A 

motion filter directs the camera in a specific direction, creating the 

illusion of linear, radial, or circular motion. Apart from these filters, 

Wiener filters are reverse low pass filters impact[114]. 

 Noise attacks are leveraged to reduce excessive signals (electromagnetic 

or electrical) and data quality. Noise attacks include Gaussian and salt 

& pepper noise. Gaussian noise is a geometric noise with the Gaussian 
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density function. Salt & pepper noise is represented by white and black 

pixels. The corrupted pixels are set to a maximum value of zero, 

resulting in a salt & pepper effect in the image[114]. 

 The watermark enhancement technology enhances output image the 

quality by altering the host image’s pixel intensity. Histogram 

equalization is widely employed to enhance the image that compresses 

and expands the image histograms to dynamic ranges, enhancing 

contrast. Sharpening enhancement improves the image edges 

information[114]. 

 Cryptographic attacks target the watermark security that extracts the 

owners’ secret information from the watermarked image by applying the 

brute-force attack. This method determines the private key used in the 

embedding process by identifying many possible strategies for 

extracting the watermark.  

Consequently, copyright protection is required to resist these attacks, for that 

trade-off between robustness and imperceptibility is vital[115]. As a result, the 

researchers have emphasized the watermarking techniques to obtain 

imperceptibility, robustness, and security. 

2.2.3.Provisions for digital watermarking 

An excellent digital watermarking scheme is constructed by considering several 

features and properties such as imperceptibility, robustness, capacity, 

computational complexity, security, reliability, embedded effectiveness, and 

host quality[116], as illustrated in Figure 2.9. However, while designing the 

effective watermark, most researchers are focused on imperceptibility and 

robustness against various attacks such as accidental or malicious and capacity. 

 Imperceptibility: The imperceptibility requirement concerns the 

visibility of the embedded information. It denotes to the perceived 

resemblance between the host and watermarked image. The 

imperceptibility is determined using two performance metrics: structural 

similarity index measure (SSIM) and peak signal-noise ratio (PSNR). 

However, the imperceptibility is measured with a watermark and 

considers the portion where the watermark is embedded [117]. 
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Figure 2.9 Provisions of digital watermark 

 Robustness: The robustness requirement deals with the resistance 

against various attacks on the watermarked image during the 

transmission. The watermark robustness can vary from attack to attack, 

and it is an application-specific requirement. For example, tamper 

detection applications do not require robustness, military and medical 

documents do not allow quality degradation, and copyright protection 

applications are suitable for robustness[8].   

 Capacity: The capacity requirement is about the amount of information 

embedded in the host image without degrading the quality. Especially, 

if the secret information has the 𝑁 − 𝑏𝑖𝑡𝑠 then 2𝑁 Watermarks are 

possible. The watermark capacity never depends on the watermarking 
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algorithm and host image characteristics. The capacity requirement may 

change based on the application. For instance, labelling applications 

require several thousands of bits, security applications based on 

fingerprinting and copyright protection require tens of bits to embed into 

the host image[112]. 

 Computational complexity: The algorithm's complexity depends on 

the time to perform the embedding and extraction operations. Therefore, 

security applications are required high complexity for embedding and 

extraction operations, whereas real-time applications require quick 

execution algorithms[118]. 

 Security: The security requirement determines the efficiency of the 

watermark algorithm against malicious watermark extraction. 

Therefore, the watermark protection algorithm depends on the 

embedded scaling factor restricting the illegal extraction[119].    

 Reliability: The user is frequently aware of the appropriate algorithm 

for extracting and deactivating the watermark rendering. As a result, the 

watermark is protected through the secret code. Simultaneously, if the 

user knows the extraction algorithm, it is impossible to identify the same 

secret code used during the embedded process. Thus, it increases the 

watermark reliability[120].  

 Host quality: The host image quality should not be compromised owing 

to the watermark information embedded in the host image. As a result, 

it affects the watermark information, and hence the host image quality 

is crucial[109], [111]. 

 Embedded effectiveness: The probability of the detection assesses the 

effectiveness of the watermark system following the completion of the 

embedded process. While 100% embedding efficiency is acceptable, it 

is often compromised due to the impact of the other provisions[121]. 

2.2.4.Classification of digital watermarking 

The watermarking techniques are classified according to the kind of data that 

includes an embedded operation for information security. As shown in Figure 

2.10[122]. 
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Figure 2.10 Classification of watermarking schemes 

Digital watermarking is classified according to content, human perception, 

application, and working domain. The working environment is further broken 

into transform, spatial and compressed approaches. Although the spatial domain 

is more straightforward than the transform domain, the transform domain still 

provides a high level of resistance [123], [124].  The content is available in text, 

audio, video, and image, protected through watermarking techniques. The 

human perception of security is categorized into visible and invisible 

watermarking. Visible watermarking deals with copyright protection of the 

image and video. The invisible watermark cannot differentiate the original and 

watermarked content. Additionally, it is classified as fragile, semi-fragile, and 

robust.  

2.2.4.1.Content-based watermarking    

Watermarking approaches are classified according to media content transmitted 

over the internet, encompassing image, text, audio, and video[122]. The details 

are as follows.  
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 Text watermarking includes the watermark information into the text 

file, preventing unauthorized modification or reproduction of authorized 

text documents. This technique of watermarking details is incorporated 

in text font forms between line and character spaces. However, the 

purpose of the text watermark is to prevent the illegitimate reproduction, 

re-distribution of copyright content, forgery or plagiarism, and other 

forms of copyright breaches in the text documents, including e-books, 

journals, legal papers, memoirs, newspapers, literature, and blogs. On 

the other hand, the content owner is oblivious of illegal downloads, 

examination, and update. As a result, text content ownership rights and 

integrity are critical in digital security.  

 Image watermarking strategy hides the secret user information in the 

image or alters the co-efficient. This approach is leveraged to detect and 

extract the watermark information to provide ownership rights[8], [118].  

 Video watermarking inserts the watermark into the video stream that 

controls the applications. This approach is an extension of the image 

watermark. Thus, it performs the extraction in real-time and the 

compression resilient [125].  

 Audio watermarking is the most essential and hot favorite to restrict the 

illegal access of MP3 because of internet music. 

2.2.4.2.Human perception 

Human perception is listed as perceptible and imperceptible watermarking.  

 Perceptible or visible watermarking embeds the owner’s information 

into the cover image. Visual watermarking solutions protect the images 

and videos against infringement[101].  

 Imperceptible or invisible watermarking, the cover image incorporates 

the watermark information. Thereafter, the human visual system cannot 

discriminate between the cover and watermarked images until the 

extraction operation is performed. Although, the invisible image 

watermarking is further classified as fragile, semi-fragile, and robust 

depending on the changes made during transmission and attacks. The 

fragile watermark quickly identifies the content loss or modifications. 
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After that, it cannot retrieve the watermark. However, the attack portion 

is impossible to identify and used in content integrity proof[105]. The 

semi-fragile watermarks sustain regular changes but not malicious 

ones. However, the watermark is safe to broadcast over the network 

unless any image-processing attack occurs. Thereafter, the watermark is 

unrecoverable. This method is employed in tamper detection[101].  

 Robust watermarking is secure and resistant to attacks. As a result, the 

watermark may be recovered even after the attacks and employed for 

copyright protection[126]. 

2.2.4.3.Application 

According to the application perspective, the watermarks are classified as a 

source and destination-based watermarking; the details are as follows. 

 Source-based approaches are used to identify ownership or 

authentication. In this approach, the specific user identity is inserted into 

all the copies of particular images that are transmitted[92].  

 Destination-based approaches receive the watermarked copy and verify 

the buyers’ identification. This approach is used to trace the illegal 

distribution[98].  

2.2.4.4. Domain 

The watermark algorithms are categorized according to the embedded process, 

such as spatial and transform domain. These domains are further categorized as 

illustrated in Figure 2.11 and details as follows. 

 Spatial watermarking domain  

This method converts the digital data into pixel format and then alters the cover 

signal pixels to hide the watermark data. Although, the spatial watermarking 

domain is more versatile. Therefore, it is less sophisticated, permits more bits 

in the cover image, and consumes less computational and communication time. 

This approach is less immune to attacks such as lossy compression. The spatial 

domain watermarking techniques is as follows. 

 



49 
 

 

Figure 2.11 Classification of watermark embedded domains 

 Least significant bit (LSB) 

This strategy incorporates the watermark bits in the LSB of the cover image’s 

specified pixel [121]. For instance, if the original image size is 256x256, the 

150-pixel position is selected and encoded as 10010110 in the 8-bit sequence. 

While watermark information is 1100, and the resulting watermark pixel value 

is 156, shown in Table 2.5. However, this method is resilient to cropping 

attacks, but not noise and compression attacks. Moreover, since the passive 

attacker has done elementary operations, it rapidly recovers the altered bits by 

randomizing all LSB’s.  

 

Table 2.5 LSB digital watermarking model for 1-bit [127] 

Selected pixel value 1 0 0 1 0 1 1 0 

Watermark information     1 1 0 0 

Watermarked Pixel value 1 0 0 1 1 1 0 0 
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 Texture mapping  

This technique works well with images that include a variety of textures. 

Watermarking hides the secret information in the images’ selected texture 

region. Indeed, this technique is not automated and works best in regions with 

a high density of random texture images. This method hides data inside the 

random texture information of an image[109]. 

 Correlation-based technique 

The cover and watermark information images as 𝐶𝐼(𝑝, 𝑞) 𝑎𝑛𝑑 𝑊𝐼(𝑝, 𝑞). The 

𝑊𝐼(𝑝, 𝑞)  is embedded into 𝐶𝐼(𝑝, 𝑞) through 𝑀𝐼(𝑝, 𝑞) = 𝐶𝐼(𝑝, 𝑞) + 𝛼 ∗

𝑊𝐼(𝑝, 𝑞).  Here 𝑀𝐼(𝑖𝑝, 𝑞) and 𝛼 denotes the watermarked image and gain factor. 

The robustness and imperceptibility enhancement of the watermark depends on 

the selection of the gain factor. However, the watermark restoration is 

accomplished through a Pseudo-Random Noise Generator (PSNG). While 

detecting the watermark, a single bit is set if correlation exceeds the pre-defined 

threshold  𝑇. Thus, it is accomplished for every image block[101]. 

 Patchwork algorithm 

This scheme uses the pseudo-random statistical approach to achieve the 

invisibility embedding using Gaussian distribution. For instance, the patches are 

selected from two images using pseudo-random that are brightness and 

darkness. Then, the statistical patchwork approach is used to accomplish the 

redundant pattern encoding by embedding the information into the image.   

 Spread-spectrum modulation (SSM) 

The image's watermark embedded into undesirable regions are easily destructed 

by the signal and geometric attacks. Nevertheless, SSM selects the massive 

bandwidth to transmit the tiny gesture. As a result, watermark information is 

dispersed across several frequency sub-bands, rendering it almost invisible. 

This scheme embeds the watermark into perceptually important data regions, 

making them resistant to conventional watermark attacks.  Additionally, this 

scheme involves a minor human visual system (HVS), but the extraction process 
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still requires the original image. Moreover, the slight depreciation may result in 

watermark destruction because of the watermark fragility[128]. 

 Quantization index modulation (QIM) 

Brian Chen developed the first quantization approach for watermarking as QIM 

[129]. In this approach, the embedding parameter splits the watermark’s value 

into discrete index intervals—the extraction parameter analyses the co-efficient 

index interval to select the appropriate watermark. The watermark is embedded 

and identified through QIM. The index intervals are recomputed to correspond 

to the embedding domains features. However, this approach has limited 

resistance to scaling attack because index interval remains constant throughout 

the embedding and extraction process. The quantized coefficients change with 

scaling and may fall into different intervals than the embedded coefficients 

during extraction. As a consequence, the extraction procedure produces 

inaccurate results.    

 Transform watermarking domain 

This approach, also known as a frequency domain, involves modifying the cover 

image data using transformation algorithms. Thereafter, depending on the 

watermarking information, the alteration is performed to the converted co-

efficient. As a result, this approach is more robust and invisible than the spatial 

domain. Consequently, the following transform watermark domains are often 

employed to protect copyright. 

 Discrete Fourier transformation (DFT) 

In DFT, the watermark information is implanted by selecting the appropriate 

frequency components of the host image, and image coefficients are complex 

numbers such as magnitude and phase. The DFT provides robustness against 

geometric attacks. However, the dimensional image changes influence the 

rending degree but not the volume, or circular shifts demonstrate the transforms 

translation invariance. Moreover, the DFT is anti-cropping since cropping 

results in spectrum blurring. Since the watermarks are embedded in the 
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magnitude of the images, then no need for synchronization between normalized 

coordinators[120], [130].  

 Discrete cosine transformation(DCT) 

DCT represents the information in the frequency domain rather than the 

magnitude or phase domain. DCT is accomplished by embedding the watermark 

information in the middle-frequency cover images, enhancing its resistance to 

lossy compression[121], [128], [131]. In contrast to the spatial domain, this 

approach is more dependable. However, DCT resists conventional image 

processing techniques such as low-pass filtering, contrast enhancement, 

blurring and brightness augmentation. While DCT is more computationally 

expensive, it is more susceptible to geometric attacks such as cropping, rotation 

and scaling.   

 Discrete wavelet transformation(DWT) 

The 2D-DWT is used to decompose the image into the four non-overlapping 

multi-frequency sub-bands. The sub-bands are Approximation (LL), Horizontal 

(LH), Vertical (HL) and Diagonal (HH). Further, recurrently applied the same 

procedure to yield multiple wavelet decomposition, as illustrated in Figure 2.12. 

However, the human visual system is more sensitive to the LL sub-band. Thus, 

it is recommended to include the watermark information in LL. Although, the 

embedded operation in the LL sub-hand improves the robustness significantly 

in contrast with the HH-sub band. Moreover, DWT offers better temporal 

resolution over the DFT and DCT. It stores the latitude and frequency 

information also[8], [9], [126], [132], [133]. 

 

Figure 2.12 Level-2 decomposition 
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 Singular value decomposition (SVD) 

SVD works on images represented in matrices with ′𝑚′ rows and ′𝑛′ columns 

as a size. The SVD’s primary purpose is to resist geometric attacks [8], [118], 

[120]. Although, the SVD decompose the matrix into three matrices: U, S, V. 

Here U and V are orthogonal matrices of size 𝑚 ×𝑚, 𝑛 × 𝑛, and S is the 

diagonal matrix of size 𝑚 × 𝑛. The diagonal matrix contains the singular values 

of the matrix, which are unique values that offer the scale, rotation and 

translation affine. The U, S, V matrix properties are presented in Table 2.6. 

 

Table 2.6 Properties of SVD 

Type U S V 

Matrix type Orthogonal Diagonal Orthogonal 

Matrix values Not unique Unique Not unique 

Data type Real Real Real 

size 𝑚×𝑚 𝑚 × 𝑛 𝑛 × 𝑛 

 

Table 2.6 shows the SVD properties in watermarking approaches. Here U and 

V indicate the geometric image features and S denotes the image’s brightness.  

As a result, tiny modifications to the image have a lower impact on the diagonal 

(S) matrix. 

2.2.4.5.Comparison between spatial and transformation domains 

The spatial and transformation parameters are compared, and the results are 

presented in Table 2.7 

 

Table 2.7 Examines the spatial and transform domains 

Category Spatial domain Transform domain 

Watermarking 

Strategy 

The host image pixel 

values are changed to 

meet the watermark 

image. 

The host image’s 

coefficients are adjusted to 

reflect the watermark 

image’s coefficients. 

complexity Less 
Impact the type of 

transform employed.  
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Protection 

against attacks 

It reduces robustness and 

imperceptibility.  

It enhances robustness and 

imperceptibility. 

Watermark 

value 

distribution 

Host image in regards to 

the discrete locations. 

Across the host image, as a 

result of the change. 

 

According to Table 2.7, the comparison shows that the transformation approach 

provides more imperceptibility and robustness over the spatial domain. The 

spatial domain watermarking approach changes the pixel values, reflecting on 

the cover image. In the transformation domain, the watermark information is 

adjusted in the cover image; hence the watermark information is invisible to the 

human visual system. Therefore, transformation domain watermarking is better 

than spatial domain watermarking. 

2.2.5.Classification of watermark extraction methods 

Watermark extraction methods are divided into three categories such as blind, 

semi-blind and non-blind techniques [134]. Blind watermark extraction is 

known as public watermarking and applied without using host and watermark 

images. However, the blind extraction methods are less resistant and complex 

to implement[135]. Semi-blind extraction requires information about the host 

image to extract the watermark[134]. Non-blind extraction techniques compare 

the extracted watermark with the original watermark information image. This 

approach provides more robustness. 

2.2.6.State-of-the-art on 3D Anaglyph watermarking methods 

Recently, the experts developed a novel concept named a stereogram [136]. A 

stereogram is a depth-perception visual distortion generated from 2D images. 

The most common stereogram images are 3D Anaglyph image [137], which 

appears as 3D stereoscopic. These images are viewed via two-color glasses that 

include red-cyan colors. However, the 3D Anaglyph images are composed of 

two color elements stacked with the impression’s depth. In general, the depth is 

at the center, and the foreground and background are displaced slightly in 

opposite directions. The 3D Anaglyph images consist of two unique filtered 

color images, one per eye viewed through anaglyph glasses. The visual frontal 
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center converts the information into a 3D image. Moreover, these models offer 

a more precise color representation and rendering, challenging to accomplish. 

In recent decades, 3D visualization has been significantly deployed in many 

areas, including visual arts, education, percussive motion, sculpting, and 

gaming. The study’s primary purpose is to protect 3D Anaglyph images 

transmitted over mobile networks. Therefore, the attackers easily copied the 

multimedia data, changed and reverted to the network. Consequently, a 

framework is required to protect the 3D Anaglyph images through 

watermarking approaches. Therefore, the survey of 3D Anaglyph image 

watermarking techniques works in the frequency domain. In this domain, the 

proprietors’ confidential information is incorporated into the original image 

frequency. Consequently, these techniques offer a high degree of resilience at 

the image quality trade-off. The present study examines several watermarking 

schemes applied to 3D anaglyph images, and videos are described below. 

2.2.6.1.Watermarking techniques on 3D Anaglyph images 

Bhatnagar et al. [120] established a system for protecting three-dimensional 

anaglyph images leveraging the Fractional Fourier Transform (FrFT) realm of 

secret color channels incorporated in SVD. The covert color channels are 

created by performing a reversible integer transformation on the RGB data. This 

method offers reasonable imperceptibility and robustness for malicious attacks. 

Nevertheless, since this technique does not use embedded watermarking, it 

suffers from a false positive rate and does not provide authentication. Therefore, 

users may argue ownership rights over digital objects. Zadokar et al. [133] 

proposed a DWT based 3D Anaglyph image watermarking scheme for 

copyright protection. This approach extracts the watermark effectively for 

various attacks except for noise attacks on a frontal image. 

Prathap et al.[135] developed a blind robust algorithm using 3D-DWT and a 

Jacket matrix for 3D Anaglyph images.  Indeed, the 3D-DWT is applied on a 

3D Anaglyph image decomposed into several levels and jacket matrix applied 

to middle sub-band blocks. Beyond that, the watermark information is 

embedded by altering the diagonal component of each block with a 2x2 size. As 

a result, this scheme offers high imperceptibility to geometric and signal 
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processing attacks because of the several-level decomposition contained in the 

middle sub-band. However, this approach requires more computation time. 

Patel et al. [132] suggested a DWT technique for 3D anaglyph images. The 

watermark information is embedded in the left image by leveraging the DWT. 

Then, the watermarked image is merged with the right image that constructs the 

anaglyph image. The watermark information is retrieved from the left image 

through the inverse procedure. This approach demonstrates the critical nature 

of invisibility. However, it takes the extra time to rebuild the right image and 

has a low level of attack resistance. Munoz-Ramirez et al. [131] proposed a 

color image watermarking for 3D Anaglyph images using DCT and dither 

modulation with QIM (DM-QIM). In this scheme, the host and watermark 

images are RGB that transformed to 𝑌𝐶𝑏𝐶𝑟 during the embedded process. The 

host image’s luminance ‘L’ value is designated and decomposed into 8x8 

blocks, thereafter applying the DCT. Moreover, the DM-QIM strategy changes 

the DCT’s early 12-bits. Accordingly, the watermark image’s brightness is 

selected after subsampling (4:2:0) to produce the watermark by performing 

DM-QIM implantation per block. This approach offers robustness and 

invisibility; still, the computation cost increases according to the size of the 

image. Wang et al. [128] devised watermarking schemes to protect the stereo 

images copyright through SSM. Another strategy involves adaptive dither 

modulation (ADM) with an enhanced Watson perception system. The 

watermark embedding process in the SSM approach selects the maximal 

frequency coefficients in the DCT domain. It then alters the frequency co-

efficient to insert the watermark information without using PSRM. The 

extraction process is applying the blind watermark extraction. The watermark 

is inserted into the DCT domain’s middle-frequency co-efficient in ADM with 

an enhanced Watson perception scheme. The extraction process employs a 

technique called minimum distance detection. While comparing the two 

approaches, it is clear that the ADM with an enhanced Watson perception 

scheme offers a high degree of invisibility and resistance to signal processing 

attacks. However, due to binary images, these approaches decrease the 

embedded capacity. 
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Rakesh et al. [130] performed the embedded operation in the blue channel, i.e. 

the right image of the 3D Anaglyph image through Fractional Fourier 

Transformation (𝐹𝑟𝐹𝑇). Then, the marked image is merged with the left image 

that generates the 3D Anaglyph image. Although, it produces a low degree of 

invisibility. Devi et al. [126] scheme leverage the various approaches, including 

DWT, Genetic Algorithm (GA) and Advanced Encryption Standards that offer 

copyright protection for 3D red-cyan color Anaglyph images. This scheme 

applies the DWT on host images then uses the GA algorithm to optimize the 

DWT bits before they are sent into the Back Propagation Network (BPN). More 

performs the embedded procedure with the optimized bits after employing the 

AES encryption algorithm to the watermark information. Therefore, it offers 

high resilience. Nonetheless, the computational complexity of the training phase 

is high, and if the training phase fails, there is no obvious recovery method.  

The other approach of Devi et al. [138] embeds and extracts a watermark using 

composition wavelet transformation and principal component analysis. Initially, 

watermark information is encrypted through the Arnold transformation and then 

performs the embedded operation using Principal Component Analysis (PCA) 

into a selected sub-band of composition wavelet transformation. Therefore, this 

scheme offers a high degree of invisibility. However, this scheme uses the 

binary marks as watermark information, requiring additional computational 

time.  

Devi et al. [8] suggested employing DWT and SVD to preserve 3D anaglyph 

images against infringement. Primarily, the DWT is implemented over the blue 

component of an Anaglyph image. The vertical sub-band is elected, followed 

by the Fast wavelet Hadamard Transformation (FWHT) and SVD. Thereafter, 

the watermark information is distorted into 32 × 32  employing Arnold 

Transformation. The embedded procedure is carried out in accordance with the 

scaling factor. As a result, this framework offers resilience and imperceptibility 

with a watermark logo size of 32 × 32. Nevertheless, this strategy has a low 

resilience to rotation and filtering attacks.  
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Subhadeep Koley [118] framework employs the lifting wavelet transformation 

(LWT) and tensor-SVD (T-SVD) on 3D anaglyph images. On the 3D Anaglyph 

image, apply the LWT and elect the LL sub-band before performing the T-SVD. 

Thereafter, using Arnold cat map, scramble the watermark information before 

applying the embedded processing that yields the watermarked image. This 

framework offers invisibility and resilience to several attacks, excluding the 

rotation attacks. 

2.2.6.2.Watermarking techniques on 3D Anaglyph videos 

Waleed et al.[139] developed 3D Anaglyph video watermarking using DWT. In 

the embedded process, the DWT decomposes the blue channel of all the frames 

and selects HH sub-band applies 4-level decomposition on it. However, the 

attacker quickly destroys the watermark by attacking the blue component. Salih 

et al. [140] proposed a scheme based on the Waleed approach [139], where the 

watermark is embedded in the scene change frame. However, if the scene 

change in the video is limited to a small number or a single scene, then fragile 

watermarking can be accomplished. Dhaou et al. [141] proposed a group of 

pictures (GOP) based DWT scheme for the 3D red-cyan videos. The video is 

divided into a set of GOP’s and each GOP is decomposed into red(R), blue (B) 

and reference or indirect (I) images. The embedded process applies the blue 

component of B, the red component of R, and the red, blue and depth component 

from I images through the DWT scheme, then combines the marked images. 

Therefore, this approach provides a high degree of invisibility and robustness 

but suffers from collusion attacks. 

Dhaou et al. [121] proposed LSB, DCT and DWT based hybrid 3D video 

watermarking. The 3D video is segmented into frames, and the red-cyan images 

are extracted from each frame. The watermark information is then embedded 

into each red image through LSB and DCT scheme applied to each cyan image’s 

middle sub-band. The 3D Anaglyph watermark is created by combining red and 

cyan watermarked images. Another mark is embedded using the 1-level DWT 

on 3D Anaglyph watermarked with the LL sub-band. Finally, it uses the inverse 

DWT (I-DWT) to reconstruct the 3D Anaglyph watermarked frames. This 

approach is robust and invisible. However, this scheme suffers from collusion 
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attacks. Another method of Dhaou [142], [143] presented to handle collusion 

attacks through multi-sprite generation. In the first approach, the 3D Anaglyph 

video is segmented into various sets of 25 frames and generates a sprite for each 

group. The 3-level DWT is applied on each sprite then the watermark 

information is embedded through the middle significant bit algorithms on LL 

and LH sub-bands. Also, the watermark information is embedded in the HH and 

HL sub-bands through the DWT embedding process. Finally, the watermark is 

produced through a 3-level I-DWT. In the second approach, the embedded 

process applies on the LL sub-band with LSB, LH and HH sub-bands used with 

the DWT embedded process. However, the second approach [143] provides 

better resistance than the first approach [142]. Jabra [125] uses a 3D Anaglyph 

video that extracts the 3D cyan-red videos. Then, it creates the cyan mosaics 

from the cyan video and computes the krawtchouk moments’ matrix. The 

watermark information is embedded in the matrix using DCT to produce the 

cyan video watermark. Finally, it combines the cyan video with the original red 

video with the watermarked video. Therefore, this scheme provides the 

resistance to type I and II collusion attacks but still requires improvement. Thus, 

the summary of the 3D Anaglyph images and videos watermarking scheme is 

outlined in Table 2.8. 

 

Table 2.8 Comparative analysis of recent studies over 3D Anaglyph image and 

video watermarking schemes 

Author 

Domain Conte

nt Findings 
S 

Transformation 

𝐹𝑟 𝐷𝑓 𝐷𝑐 𝐷𝑤 𝐿𝑊 𝑆𝑉 𝐼𝑚 𝑉𝑒 

Bhatnag

ar et al. 

[120] 

× √ × × × 𝑋 √ √ × 

 This method uses 

grayscale images that 

provide reasonable 

robustness and 

imperceptibility for 

various attacks.  
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 Suffers from the false 

positive rate. 

Zadokar 

et al. 

[133] 

× × × × √ × × √ × 

 Suffering from 

Noise attacks and 

false-positive rate. 

Ivy et al. 

[135] 
× × × × √ × × √ × 

 Provides the high 

imperceptibility for 

geometric and signal 

processing attacks.  

 Requires more 

computation time. 

Patel et 

al. 

[132] 

× × × × √ × × √ × 

 The extraction 

process requires 

extra time to 

reconstruct the right 

image. 

 Less resistance to 

attacks. 

Munoz-

Ramirez 

et 

al.[131] 

D

M

-

Q

I

M 

× × √ × × × √ × 

 This approach offers 

robustness and 

imperceptibility. 

 Increases the 

computational cost 

that depends on the 

image size.    

Wang et 

al. [128] 

S

S

M

,     

A

D

M 

× × √ × × × √ × 

 This method suffers 

from lower-level 

imperceptibility. 

 High complexity. 
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Yadav 

et al. 

[130] 

× √ × × × × × √ × 
 Provides a low level 

of invisibility. 

Devi et 

al. [126] 
× × × × √ × × √ × 

 The training phase 

provides high 

computation 

complexity. 

 If the training phase 

fails, there is no 

obvious recovery 

method. 

Devi et 

al. [138] 

P

C

A 

× × × √ × × √ × 

 Provides a high 

degree of invisibility. 

 Uses binary marks 

that require 

additional 

computation time. 

Devi et 

al. [8] 
× × × × √ × √ √ × 

 The resistance 

against filtering and 

rotation attacks is 

less.  

Koley 

[118] 
× × × × × √ √ √ × 

 Requires 

improvement in 

rotation and 

histogram attacks 

Waleed 

et al. 

[139] 

× × × × √ × × × √ 

 The attacker quickly 

destroys the 

watermark by 

applying the attack 

on the blue 

component.  
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 Not robust against 

malicious attacks. 

Salih et 

al. [140] 
× × × × √ × × × √ 

 The scene change 

detection is limited in 

the video as a single 

scene or a small 

number of scenes, 

and then fragile 

watermarking can be 

accomplished.  

 Not robust against 

malicious attacks 

Dorra et 

al. [141] 
× × × × √ × × × √ 

 Suffering from 

collusion attack. 

Dorra et 

al. [121] 

L

S

B 

× × √ √ × × × √ 

 Suffering from 

collusion attack. 

 Requires additional 

time for 

reconstruction. 

Dorra et 

al. [142] 

M

S

B 

× × × √ × × × √ 
 Less resistant to 

collusion attacks. 

Dorra et 

al. [143] 

L

S

B 

× × × √ × × × √ 

 Resist the collusion 

attacks but requires 

improvement in it. 

Jabra et 

al. [125] 
× × × √ × × × × √ 

 Provides the 

resistance to both 

type I and II 

collusion attacks but 

requires watermark 

information 
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embedding in the 

cyan-red images. 

 

S: Spatial domain,𝐹𝑟: 𝐹𝑟𝐹𝑇,𝐷𝑓: DFT, 𝐷𝑐: DCT,𝐷𝑤: DWT,𝐿𝑤: LWT,𝑆𝑣: 

SVD,𝐼𝑚: image,𝑉𝑒: video 

2.2.7.Critical analysis 

The existing watermarking approaches are reviewed in Table 2.8, and it is noted 

that the critical challenges are mentioned below.  

i. The copyright protection for color images is accomplished by 

converting RGB images into 𝑌𝐶𝑏𝐶𝑟 or grayscale images and performing 

the embed process resulting in the information loss. 

ii. The majority of existing schemes are oriented on the DCT and DWT 

domains resistant to the geometric and signal processing attacks over the 

3D Anaglyph images but need computational, invisibility, and 

robustness improvements. 

iii. The majority of the watermarking schemes are overlooked the False 

Positive Problem (FPP) and invest little effort in resolving it. 

iv. The existing DWT schemes do not demonstrate how to select the 

embedded strength factor that determines the robustness and invisibility 

of the scheme against the various attacks. 

v. None of the strategies is geared at copyright protection via variable 

watermark information sizes. 

2.3. Summary 

The current chapter describes the various P2P environment trust source of 

information, trust, and reputation models. The comparative analysis of different 

trust models that assess the certainty or uncertainty trust and the reputation trust 

models employed to determine the indirect trust in the P2P environment. 

Although, the comparative study of the taxonomy is provided based on the 

existing trust approaches in the P2P system and identified the critical challenges 

of the trust and reputation models. Therefore, most models are suffering from 

computational and communication overhead. However, less work is focused on 

uncertainty trust assessment. 
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Similarly, it presented the need for content protection techniques in a P2P 

environment and the existing strategies for digital image protection. Also, it 

showed the need for digital watermarking and a variety of threats, provisions, 

and usage. The digital watermarking taxonomy is used in embedding and 

extraction processes. Furthermore, it encompasses several distinct digital 

watermarking algorithms available for 3D Anaglyph images and videos, 

highlighting the essential aspects. As a result, most watermark systems suffer 

from invisibility, resilience, computational complexity. On the other hand, FPP 

receives less attention. The subsequent chapters of the thesis will provide the 

framework for our research lines based on this work. 
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CHAPTER 3 

 PROPOSED FRAMEWORK FOR TRUSTWORTHY 

PARTNER SELECTION SCHEME 

 

This chapter develops an I-3VSL paradigm for assessing players' trust in 

MMOG. Designing such a paradigm is complex since trust is hard to 

comprehend in MMOG. Therefore, to manage trust effectively, the probability 

distribution with three distinct realms: belief, disbelief, and uncertainty. The 

trust states variations are examined over the trust propagation using 3VSL[61] 

and redesigning it. In I-3VSL, trust opinions are formed from the relationships 

between the players. Moreover, trust fusion is designed through combining 

operations. Hence, the direct and indirect trust between the players is computed 

using discounting and combining operations. Further, the Trustwalker algorithm 

is developed using I-3VSL to assess the trust in MMOG with arbitrary or bridge 

networks, and its experimental and evaluation details are included. 

3.1. Theoretical Framework 

To comprehend I-3VSL effectively, first examine the 3VSL[61]  based on the 

interactions between players 𝐴 and 𝐵. Thereafter, express the trustworthy 

opinion from 𝐴's perspective on 𝐵 as  

𝑊𝐴𝐵 = (𝑏𝐴𝐵, 𝑑𝐴𝐵, 𝑛𝐴𝐵, 𝑒𝐴𝐵)|𝑎𝐴𝐵                           (3.1) 

𝑏𝐴𝐵 + 𝑑𝐴𝐵 + 𝑛𝐴𝐵 + 𝑒𝐴𝐵 = 1                                 (3.2) 

Where 𝑏𝐴𝐵, 𝑑𝐴𝐵, 𝑛𝐴𝐵 represents the posterior probabilities from 𝐴's perspective 

on 𝐵 is belief, disbelief, and posterior uncertainty, respectively as Eq. (3.1). The 

prior uncertainty opinion 𝑒𝐴𝐵 is 3 includes belief, distrust and uncertainty. The 

 base rate 𝑎𝐴𝐵  is established based on the prior perception without substantial 

proof, e.g. preferences, partiality or gossip. For example, if ‘𝐴’ persistent trust  
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 or distrust a member of a particular community to which '𝐵' belongs, thus 𝑎𝐴𝐵 

will be less/greater than 0.5. Consequently, the players' have direct interaction 

from 𝐴 𝑡𝑜 𝐵 and their trust opinion is depicted as 𝑊𝐴𝐵 with four states such as 

{
 
 
 
 

 
 
 
 𝑏𝐴𝐵 =

𝑟𝐴𝐵
𝑟𝐴𝐵 + 𝑠𝐴𝐵 + 𝑜𝐴𝐵 + 3

𝑑𝐴𝐵 =
𝑠𝐴𝐵

𝑟𝐴𝐵 + 𝑠𝐴𝐵 + 𝑜𝐴𝐵 + 3    

𝑛𝐴𝐵 =
𝑜𝐴𝐵

𝑟𝐴𝐵 + 𝑠𝐴𝐵 + 𝑜𝐴𝐵 + 3

 𝑒𝐴𝐵 =
3

𝑟𝐴𝐵 + 𝑠𝐴𝐵 + 𝑜𝐴𝐵 + 3

                                               (3.3) 

 Here 𝑟𝐴𝐵, 𝑠𝐴𝐵, 𝑜𝐴𝐵 are quality and quantity of the interaction between players 

"𝐴" 𝑎𝑛𝑑 "𝐵. " For instance, player "𝐵" shares the 8 pieces of information with 

player "𝐴." The player "𝐴”‘s opinion on received information as 4 pieces of 

information is trust(𝑟𝐴𝐵 = 4), 2 pieces of information are distrust(𝑠𝐴𝐵 = 2), 

and 2 pieces of information are neither trust nor dis-trust (𝑜𝐴𝐵 = 2). The trust 

opinion is produced using Eq. (3.3) from 𝐴 𝑡𝑜 𝐵 based on the trust, distrust, and 

uncertainty states observation, the prior uncertainty opinion( 𝑒𝐴𝐵 = 3). As a 

result, the trust opinion between players 𝐴 𝑡𝑜 𝐵 is <0.36, 0.182, 0.182, 0.27>.  

If player 𝐴 never interacted with 𝐵, then the direct trust opinion r=0, s=0 and 

o=0 and the prior uncertain option is 1 is represented as 𝑤𝐴𝐵 =< 0,0,0,1 >. 

Although player ′𝐴′ wants to interact with the ′𝐶′, they never interacted earlier. 

Nonetheless, player ′𝐴′ establishes the interaction with ′𝐶′ through the 

recommendation of player ‘𝐵’. Therefore, 3VSL applies the indirect trust 

assessment through the discounting operation that propagation trust from A to 

C. Assume the trustworthiness between 𝐴 𝑡𝑜 𝐵 is 𝑊𝐴𝐵 =< 𝑏𝐴𝐵, 𝑑𝐴𝐵, 𝑛𝐴𝐵, 𝑒𝐴𝐵 > 

and 𝐵 𝑡𝑜 𝐶 as 𝑊𝐵𝐶 =< 𝑏𝐵𝐶 , 𝑑𝐵𝐶 , 𝑛𝐵𝐶 , 𝑒𝐵𝐶 >. Then, the trust from 𝐴 𝑡𝑜 𝐶 is 

computed as 𝑊𝐴𝐶 using Eq. (3.4) is as follows. 

{

𝑏𝐴𝐶 = 𝑏𝐴𝐵𝑏𝐵𝐶                           
𝑑𝐴𝐶 = 𝑏𝐴𝐵𝑑𝐵𝐶                            

 𝑛𝐴𝐶 = 1 − 𝑏𝐴𝐶 − 𝑑𝐴𝐶 − 𝑒𝐵𝐶                                        (3.4)
𝑒𝐴𝐶 = 𝑒𝐵𝐶                                                

 

3.2. Discounting Operation 

The discounting operation is specified in 3VSL in the context of modern trust 

propagation literature [61], [63]. Thus, trust propagation refers to transferring a 
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player's trust opinion to another player. In other terms, if 𝐴 believes 𝐵, then 𝐵's 

perception of 𝐶 is carried to  𝐴. Conversely, if 𝐴 distrusts or is uncertain about 𝐵, 

then A is also uncertain on 𝐶 since B's perspective influences C as distrust is 

represented in Figure 3.1. 

 

Figure 3.1 Serial topology for trust propagation 

According to Figure 3.1, the trust evidence from A to B denotes 𝑊𝐴𝐵 =<

𝑏𝐴𝐵, 𝑑𝐴𝐵, 𝑛𝐴𝐵 , 𝑒𝐴𝐵 > and B to C denotes 𝑊𝐵𝐶 =< 𝑏𝐵𝐶 , 𝑑𝐵𝐶 , 𝑛𝐵𝐶 , 𝑒𝐵𝐶 > then, the 

trust opinion from A to C is measured using Eq. (3.4). 

However, the finding in Eq. (3.4) is disregarded since only 𝑏𝐴𝐵, 𝑏𝐵𝐶 , 𝑑𝐵𝐶 

opinions are employed and 𝑑𝐴𝐵 is ignored in the evaluation of 𝑊𝐴𝐶. Therefore, 

the changes of 𝑑𝐴𝐵, 𝑎𝑛𝑑  𝑛𝐴𝐵 have not influenced the trust evaluation of 𝑊𝐴𝐶. 

Although, the trust opinion in 3VSL is composed of four states. Hence, the 

existing 3VSL discount operation required modification. 

3.2.1.Improved discounting operation 

The improved discounting operation substitutes the 𝑏𝐴𝐵 with the expected belief 

𝑊𝐴𝐵. Therefore, the effectiveness of the trust evaluation from A to C is as 

follows. 

𝑊𝐴𝐶 = {

𝑏𝐴𝐶 = 𝐸(𝑊𝐴𝐵 )𝑏𝐵𝐶
𝑑𝐴𝐶 = 𝐸(𝑊𝐴𝐵 )𝑑𝐵𝐶

𝑛𝐴𝐶 = 1 − (𝐸(𝑊𝐴𝐵 )(𝑏𝐴𝐶 + 𝑑𝐴𝐶 + 𝑒𝐵𝐶))
𝑒𝐴𝐶 = 𝑒𝐵𝐶                 

                            (3.5)     

𝐸(𝑊𝐴𝐵 ) = 𝑏𝐴𝐵 + 𝑎𝐴𝐵 ∗ 𝑛𝐴𝐵 + 𝑒𝐴𝐵 ∗ 0.5                                (3.6) 

The expected belief 𝐸(𝑊𝐴𝐵 ) is computed through the belief, posterior, prior 

and base rate in Eq. (3.6). However, the base rate is determined employing 

probability theory, the default base rate at the center. As a result, the base rate 

is 0.5 since absolute belief equals 1 and complete distrust equals 0. The trust 

opinion derived from the recommendation is computed using Eq. (3.5). 
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Terminology 1 (Discounting Operation) concerning the trustworthiness of 

three players A, B and C. The trust opinion from A's perspective on B is 𝑤𝐴𝐵 =

< 𝑏𝐴𝐵, 𝑑𝐴𝐵, 𝑛𝐴𝐵 , 𝑒𝐴𝐵 >  and B's perspective on C is  𝑤𝐴𝐵 =<

𝑏𝐵𝐶 , 𝑑𝐵𝐶 , 𝑛𝐵𝐶 , 𝑒𝐵𝐶 >. The discounting operation computes the trustworthiness 

between A to C is through Eq. (3.5) and represented as  

𝑊𝐴𝐶 = ∆(𝑊𝐴𝐵,𝑊𝐵𝐶) =< 𝑏𝐴𝐶 , 𝑑𝐴𝐶 , 𝑛𝐴𝐶 , 𝑒𝐴𝐶 >                            (3.7) 

Although, it is essential to realize that the discounting operation acquires the 

association property but not the cumulative property.  

Corollary 3.1 Associative property: concerning the trustworthiness of three 

pieces of evidence 𝑊𝐴𝐵,𝑊𝐵𝐷 ,𝑊𝐷𝐸 then the discounting operation acquires the 

results as ∆(∆(𝑊𝐴𝐵,𝑊𝐵𝐷)𝑊𝐷𝐸) ≡ ∆(𝑊𝐴𝐵, ∆(𝑊𝐵𝐷,𝑊𝐷𝐸)). 

Corollary 3.2 Commutative property: concerning the trustworthiness of two 

pieces of evidence 𝑊𝐴𝐵,𝑊𝐵𝐷 then the discounting operation acquires the results 

as ∆(𝑊𝐴𝐵,𝑊𝐵𝐷) ≠ ∆(𝑊𝐵𝐷,𝑊𝐴𝐵)). 

Proof:  According to Eq. (3.5), the results are equal in the Associative but 

different in commutative.  

 Therefore, according to serial topology, the trust opinions 

are 𝑊𝑥1𝑥2 ,𝑊𝑥2𝑥3 ,𝑊𝑥3𝑥4 , …𝑊𝑥𝑛−1𝑥𝑛. Then, the discounting operation computes 

the results as  ∆(∆(∆(𝑊𝑥1𝑥2 ,𝑊𝑥2𝑥3),𝑊𝑥3𝑥4),…𝑊𝑥𝑛−1𝑥𝑛). According to 

associative property, it is streamlined as ∆(𝑊𝑥1𝑥2 ,𝑊𝑥2𝑥3 ,𝑊𝑥3𝑥4 , …𝑊𝑥𝑛−1𝑥𝑛). 

3.3. Combining Operation 

The combining operation is applied to merge the various trust perceptions by 

combining the evidence from diverse perspectives.  The trust fusion can be 

evolved in the parallel topology, as illustrated in Figure 3.2. 

 

Figure 3.2 Parallel topologies for trust fusion 
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Figure 3.2 depicts the players as nodes, their communication as edges and the 

trust evidence as weights in MMOG. Let determine the degree of trust from A 

to D by assessing the opinions of the different sources. In this case, 𝑊𝐴𝐷 =

∆(𝑊𝐴𝐵,𝑊𝐵𝐷) =< 𝑏𝑖, 𝑑𝑖 , 𝑛𝑖 , 𝑒𝑖 > and 𝑊𝐴𝐷 = ∆(𝑊𝐴𝐶 ,𝑊𝐶𝐷) =< 𝑏𝑗 , 𝑑𝑗 , 𝑛𝑗 , 𝑒𝑗 > 

are employed to represent the trustworthiness from A's perspective to D. 

{
 
 
 
 

 
 
 
 𝑏𝑖𝑗 =

𝑒𝑗𝑏𝑖 + 𝑒𝑖𝑏𝑗

(𝑒𝑖 + 𝑒𝑗 − 𝑒𝑖𝑒𝑗)

𝑑𝑖𝑗 =
𝑒𝑗𝑑𝑖 + 𝑒𝑖𝑑𝑗

(𝑒𝑖 + 𝑒𝑗 − 𝑒𝑖𝑒𝑗)

𝑛𝑖𝑗 =
𝑒𝑗𝑛𝑖 + 𝑒𝑖𝑛𝑗

(𝑒𝑖 + 𝑒𝑗 − 𝑒𝑖𝑒𝑗)

𝑒𝑖𝑗 =
𝑒𝑖𝑒𝑗

(𝑒𝑖 + 𝑒𝑗 − 𝑒𝑖𝑒𝑗)

                                                   (3.8) 

Thus, Eq. (3.8) produces the trust opinion from A to D by combining the 

different opinions.  

Terminology 2 (Combining Operation) concerning the trustworthiness of the 

parallel paths from A to D as  𝑊𝐴1𝐷1 =< 𝑏𝑖, 𝑑𝑖, 𝑛𝑖 , 𝑒𝑖 > and 𝑊𝐴2𝐷2 =<

𝑏𝑗 , 𝑑𝑗 , 𝑛𝑗 , 𝑒𝑗 > then the combining operation is accomplished as 𝑊𝐴𝐷 =

Θ(𝑊𝐴1𝐷1 ,𝑊𝐴2𝐷2). 

𝑊𝐴𝐷 = Θ(𝑊𝐴1𝐷1 ,𝑊𝐴2𝐷2) =< 𝑏𝐴𝐷 , 𝑑𝐴𝐷 , 𝑛𝐴𝐷 , 𝑒𝐴𝐷 >                   (3.9) 

Where < 𝑏𝐴𝐷 , 𝑑𝐴𝐷 , 𝑛𝐴𝐷 , 𝑒𝐴𝐷 >  evidence is obtained from Eq. (3.8), and Θ 

denotes the combining operation. Although, the combining operation acquires 

the following properties, which are essential to comprehend it. 

Corollary 3.3 Associative property concerning the trustworthiness of three 

independent evidence  𝑊𝐴𝑖𝐵𝑖 ,𝑊𝐴𝑗𝐵𝑗  𝑎𝑛𝑑 𝑊𝐴𝑘𝐵𝑘 then 

Θ(𝑊𝐴𝑖𝐵𝑖Θ(𝑊𝐴𝑗𝐵𝑗 ,𝑊𝐴𝑘𝐵𝑘)) ≡  Θ (Θ (𝑊𝐴𝑖𝐵𝑖 ,𝑊𝐴𝑗𝐵𝑗) ,𝑊𝐴𝑘𝐵𝑘) 

Corollary 3.4 Commutative property: concerning the trustworthiness of two 

independent evidence 𝑊𝐴𝑖𝐵𝑖𝑎𝑛𝑑 𝑊𝐴𝑗𝐵𝑗 then Θ(𝑊𝐴𝑖𝐵𝑖 ,𝑊𝐴𝑗𝐵𝑗)  ≡

Θ (𝑊𝐴𝑗𝐵𝑗 ,𝑊𝐴𝑖𝐵𝑖) 
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Proof: According to Eq. (3.8), the results are equal in the associative and 

commutative properties. 

Therefore, according to parallel topology, the trust opinions 

are 𝑊𝑥1𝑦1 ,𝑊𝑥2𝑦2 ,𝑊𝑥3𝑦3 , …𝑊𝑥𝑛−1𝑦𝑛−1,𝑊𝑥𝑛𝑦𝑛.Then, the combining operation 

computes the results as Θ(Θ(Θ(𝑊𝑥1𝑦1 ,𝑊𝑥2𝑦2),𝑊𝑥3𝑦3),…𝑊𝑥𝑛𝑦𝑛). According to 

commutative and associative property, it is streamlined 

as Θ(𝑊𝑥1𝑦1 ,𝑊𝑥2𝑦2 ,𝑊𝑥3𝑦3 , …𝑊𝑥𝑛𝑦𝑛). 

3.4. Expected Belief 

The trust between two players is computed by leveraging the discounting and 

combining operations and resulting in four states opinions. However, a single 

number rather than a vector is recommended to represent the trust. Therefore, 

the expected belief opinion is computed using Eq. (3.6). 

3.5. Design of Network Structure 

The trust is evaluated by designing an arbitrary network with the I-3VSL model 

in MMOG. Among the challenges associated with the arbitrary network is 

implementing discounting and combing operations on serial-parallel topologies. 

With the massive size of the MMOG network, one-many interactions are 

essential. Thus, it is necessary to evaluate the performance with non-serial-

parallel topologies. As a result, the problem with serial-parallel topology with 

trust propagation is distinguished by distorting and original opinion. For 

instance, consider Figure 3.3, the trust evidence from player A to B and B to C 

is propagated to produce the trust opinion from A to C. In this instance, trust 

evidence A to B is referred to be distortion. In contrast, trust evidence from B to 

C is referred to as original opinion that is established via trust fusion.  

 

Figure 3.3 Distinguishing the distortion and original opinion 
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With the help of Figure 3.3, the distortion and original opinion using I-3VSL 

trust computation are expressed many times, but the actual evidence is 

represented only once.  

Corollary 3.5 concerning the trustworthiness of two independent opinions of 

parallel paths from B to C as  𝑊𝐵𝑖𝐶𝑖 =< 𝑏𝐵𝑖𝐶𝑖 , 𝑑𝐵𝑖𝐶𝑖 , 𝑛𝐵𝑖𝐶𝑖 , 𝑒𝐵𝑖𝐶𝑖 > and 

𝑊𝐵𝑗𝐶𝑗 =< 𝑏𝐵𝑗𝐶𝑗 , 𝑑𝐵𝑗𝐶𝑗 , 𝑛𝐵𝑗𝐶𝑗 , 𝑒𝐵𝑗𝐶𝑗 > and the trustworthiness opinion from A 

to B as 𝑊𝐴𝐵 =< 𝑏𝐴𝐵, 𝑑𝐴𝐵, 𝑛𝐴𝐵 , 𝑒𝐴𝐵 >. Then the discounting and combining 

operations as Θ(∆(𝑊𝐴𝐵,𝑊𝐵𝑖𝐶𝑖), ∆(𝑊𝐴𝐵,𝑊𝐵𝑗𝐶𝑗)) ≡

∆(𝑊𝐴𝐵, Θ(𝑊𝐵𝑖𝐶𝑖 ,𝑊𝐵𝑗𝐶𝑗)) 

Proof: Let's assume trust opinions as 𝑊𝐴𝐵=<0.78, 0.12, 0, 0.1>, 𝑊𝐵𝑖𝐶𝑖=<0.31, 

0.59, 0, 0.1> and 𝑊𝐵𝑗𝐶𝑗=<0.67, 0.23, 0, 0.1>. Then apply the discounting and 

combining operations to the left side as Θ (∆(𝑊𝐴𝐵,𝑊𝐵𝑖𝐶𝑖), ∆(𝑊𝐴𝐵,𝑊𝐵𝑗𝐶𝑗)). 

Therefore, the results are generated using Eq. (3.5) and (3.6). 

𝑊𝐴𝐶𝑖 = ∆(𝑊𝐴𝐵,𝑊𝐵𝑖𝐶𝑖) =< 0.25,0.48, .29,0.1 >         (3.10) 

𝑊𝐴𝐶𝑗 = ∆(𝑊𝐴𝐵,𝑊𝐵𝑗𝐶𝑗) =< 0.55,0.19, .29,0.1 >          (3.11) 

Then apply the Eq. (3.8) that produces the result as  

Θ(∆(𝑊𝐴𝐵,𝑊𝐵𝑖𝐶𝑖), ∆(𝑊𝐴𝐵,𝑊𝐵𝑗𝐶𝑗)) = Θ(𝑊𝐴𝐶𝑖 ,𝑊𝐴𝐶𝑗)     (3.12) 

𝑊𝐴𝐶 = Θ(𝑊𝐴𝐶𝑖 ,𝑊𝐴𝐶𝑗) = < 0.42,0.35,0.30,0.05 >              (3.13)  

Similarly, apply the combining and discounting operations to the right side 

as  ∆(𝑊𝐴𝐵, Θ(𝑊𝐵𝑖𝐶𝑖 ,𝑊𝐵𝑗𝐶𝑗)).  Therefore, the generated values by applying Eq. 

(3.8) are as follows 

𝑊𝐵𝐶 = Θ(𝑊𝐵𝑖𝐶𝑖 , 𝑊𝐵𝑗𝐶𝑗) = < 0.51,0.43,0,0.05 >                   (3.14) 

Then apply the Eq. (3.5) and (3.6) that produces the results as 

𝑊𝐴𝐶 = ∆(𝑊𝐴𝐵,𝑊𝐵𝐶) = < 0.42,0.35,0.30,0.05 >                 (3.15) 

According to obtained values of the Eq. (3.13) and (3.15) are equivalent, i.e. 

 Θ (∆(𝑊𝐴𝐵,𝑊𝐵𝑖𝐶𝑖), ∆(𝑊𝐴𝐵,𝑊𝐵𝑗𝐶𝑗)) ≡ ∆(𝑊𝐴𝐵, Θ(𝑊𝐵𝑖𝐶𝑖 ,𝑊𝐵𝑗𝐶𝑗)). 
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Corollary 3.6 concerning the trustworthiness of two independent opinions of 

parallel paths from A to B as  𝑊𝐴𝑖𝐵𝑖 =< 𝑏𝐴𝑖𝐵𝑖 , 𝑑𝐴𝑖𝐵𝑖 , 𝑛𝐴𝑖𝐵𝑖 , 𝑒𝐴𝑖𝐵𝑖 > and 

𝑊𝐴𝑗𝐵𝑗 =< 𝑏𝐴𝑗𝐵𝑗 , 𝑑𝐴𝑗𝐵𝑗 , 𝑛𝐴𝑗𝐵𝑗 , 𝑒𝐴𝑗𝐵𝑗 > and the trustworthiness opinion from B 

to C as  𝑊𝐵𝐶 =< 𝑏𝐵𝐶 , 𝑑𝐵𝐶 , 𝑛𝐵𝐶 , 𝑒𝐵𝐶 >. Then the discounting and combining 

operations as Θ(∆(𝑊𝐴𝑖𝐵𝑖 ,𝑊𝐵𝐶), ∆(𝑊𝐴𝑗𝐵𝑗  ,𝑊𝐵𝐶)) ≡

∆(Θ(𝑊𝐴𝑖𝐵𝑖 ,𝑊𝐴𝑗𝐵𝑗),𝑊𝐵𝐶) 

Proof: Let's assume trust opinions as 𝑊𝐴𝑖𝐵𝑖=<0.78, 0.12, 0, 0.1>, 𝑊𝐴𝑗𝐵𝑗=<0.31, 

0.59, 0, 0.1> and 𝑊𝐵𝐶=<0.67, 0.23, 0, 0.1>.Then, apply the discounting and 

combine operation on left side  Θ (∆(WAiBi ,WBC), ∆(WAjBj  ,WBC)). Therefore, 

the generated values apply Eq. (3.5) and (3.6). 

∆(WAiBi ,WBC) =< 0.55,0.19,0.296,0.1 >                     (3.16) 

∆(WAjBj  ,WBC) =< 0.24,0.08,0.84,0.1 >                       (3.17) 

Thereafter, perform the combining operation among Eq. (3.16) and (3.17) 

through Eq. (3.8).  

𝑊𝐴𝐶 = Θ(∆(WAiBi ,WBC), ∆(WAjBj  ,WBC)) =< 0.41,0.14,0.60,0 >   (3.18) 

Similarly, apply the combining and discounting operations to the right side 

as ∆(Θ(𝑊𝐴𝑖𝐵𝑖 ,𝑊𝐴𝑗𝐵𝑗),𝑊𝐵𝐶).  Therefore the generated values by applying Eq. 

(3.8) 

𝑊𝐴𝐵 = Θ(𝑊𝐴𝑖𝐵𝑖 ,𝑊𝐴𝑗𝐵𝑗) =< 0.57,0.37,0,0.05 >         (3.19) 

Thereafter, apply the discounting operation in between  ∆(𝑊𝐴𝐵,𝑊𝐵𝐶) using Eq. 

(3.5) and (3.6)  

𝑊𝐴𝐶 = ∆(𝑊𝐴𝐵,𝑊𝐵𝐶) =< 0.40,0.13,0.61,0.1 >           (3.20) 

According to obtained results of Eq. (3.18) and (3.20) are not equal, 

i.e. Θ (∆(𝑊𝐴𝑖𝐵𝑖 ,𝑊𝐵𝐶), ∆(𝑊𝐴𝑗𝐵𝑗  ,𝑊𝐵𝐶)) ≠ ∆(Θ(𝑊𝐴𝑖𝐵𝑖 ,𝑊𝐴𝑗𝐵𝑗),𝑊𝐵𝐶).  

The associative property supports the I-3VSL operations but not the 

commutative property according to corollary 3.5 and 3.6. In contrast to that 𝑊𝐴𝐵 

and 𝑊𝐵𝐶, the 𝑊𝐵𝐶 is actual evidence and 𝑊𝐴𝐵 is distortion evidence. Hence, the 
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actual evidence is combined only once, whereas the distorted evidence is 

multiple times in trust evaluation. 

3.5.1.Arbitrary network topology 

The I-3VSL operations: discounting and combing operations for an arbitrary 

network with serial-parallel topology problem is explained in the above section. 

Hence, a non-series-parallel arbitrary network is constructed as Figure 3.4 and 

examined I-3VSL operations.  

 

Figure 3.4 Arbitrary networks with non-series-parallel topology 

The arbitrary network is represented as a directed graph G= (V, E) where source 

and destinations are denoted as A and B, as shown in Figure 3.4. The source 

node 'A' is connected to n-nodes (𝑢1, 𝑢2, 𝑢3…𝑢𝑛) and (𝑣1, 𝑣2, 𝑣3…𝑣𝑛) are 

connected to target, i.e. E (𝐴, 𝑢𝑖) and E (𝑣𝑖 , 𝐵). Therefore, the discounting and 

combining operations generate the trust evidence as  𝑊𝐴𝐵. In this case, the 

problem is decomposed into subproblems until the base case is solvable and 

acquires a different solution.  

Decomposition Rule: 

1. The target node's in-degree is 1, then 𝑊𝐴𝐵 = ∆(𝑊𝐴𝑢1 ,𝑊𝑢1𝐵)  

2. The target node's in-degree is > 1, then 𝑊𝐴𝐵 =

Θ(∆(𝑊𝐴𝑢1 ,𝑊𝑢1𝐵), ∆(𝑊𝐴𝑢2 ,𝑊𝑢2𝐵),…∆(𝑊𝐴𝑢𝑛 ,𝑊𝑢𝑛𝐵)). Therefore, the 

corresponding sub-graph 𝐺′ = 𝐺 − ∑𝐸(𝑣𝑖, 𝐵) − 𝐵 is solvable and 

distinct to 𝑊𝐴𝑣𝑖.  
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Hence, in each iteration, it generates the sub-graph that encompasses one edge 

from A to 𝑎𝑛 , where n ∈ [1, 𝑛]. As a result, 𝑊𝐴𝑢𝑛 is obtained from actual graph 

G then apply the decomposition rule 1 and 2 repeatedly until it reaches the base 

case i.e. |𝐸| = 1 𝑎𝑛𝑑 |𝑉| = 2 

3.6. Design of TrustWalker (TW) Algorithm  

The MMOG provides high scalability due to the number of players joining and 

leaving the network, creating one-to-many interactions. Therefore, to handle 

interactions effectively, the TW algorithm is designed. Primarily, the arbitrary 

network for the MMOG is established as a graph, i.e.  𝐺 = (𝑉, 𝐸,𝑊). In this 

graph, "G", the players represented as vertices "V", edges "E" denotes the 

interactions between the players, and "W" indicates the trust evidence of the 

interaction. Therefore, the "G" is represented as a trusted opinion matrix 

"𝑀𝑂"which consist of the direct trust opinion of all the players with other 

players in the network denoted as 𝑊𝑖𝑗 illustrated as 

𝛺𝑖𝑗
𝑑 = {

𝑊𝑖𝑗                   𝑇ℎ𝑒 𝑡𝑟𝑢𝑠𝑡 𝑜𝑝𝑖𝑛𝑖𝑜𝑛 𝑓𝑟𝑜𝑚 i 𝑡𝑜 𝑗

∪   𝑇ℎ𝑒 𝑢𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛 𝑡𝑟𝑢𝑠𝑡 𝑜𝑝𝑖𝑛𝑖𝑜𝑛 𝑓𝑟𝑜𝑚 𝑖 𝑡𝑜 𝑗
                       (3.21) 

Where 𝛺𝑖𝑗
𝑑  signifies the player "i " individual trust opinion with player "j ". The 

𝑊𝑖𝑗 represents the trust opinion between player "i" to "j". However, there is no 

interaction between "i" to "j"; it is denoted as ∪≜< 0,0,0,1 >. According to Eq. 

(3.21), the 𝑀𝑂 illustrated with "n" players with trust opinions as 

𝑀𝑂 = [

𝑊11 𝑊12 ⋯ 𝑊1𝑛

𝑊21 𝑊22 ⋯ 𝑊2𝑛

⋮ ⋮ ⋮ ⋮
𝑊𝑛1 𝑊𝑛2 ⋯ 𝑊𝑛𝑛

]                                           (3.22) 

From the 𝑀𝑂 matrix, the specific players trust opinion vector is extracted as "V" 

that consists of the column vector of "n" opinions illustrated as 

𝑉𝑑𝑖  =  [𝛺𝑖1, 𝛺𝑖2…………𝛺𝑖𝑛]                                              (3.23) 

Here 𝑑 is a hop, and the specific player "𝑖" is contacts all other players and their 

corresponding evidence as 𝛺𝑑𝑖𝑗. Further, the player "𝑖" is an individual opinion 

on "𝑗" is updated by applying the I-3VSL operations such as discounting and 
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combining. However, the TW Algorithm follows the depth-limited BFS 

technique that updates the trust opinion in each iteration by travelling specific 

depth from trustor to trustee. The updated trust opinions are stored in 𝑉𝑑𝑖  as 

𝑉𝑖
𝑑  = (𝑀𝑂)

𝑇 ʘ 𝑉𝑖
(𝑑−1)                                 (3.24) 

Here intuition of operator 'ʘ' performs the matrix multiplication. In ordinary 

matrix multiplication, summation and multiplication operations are employed, 

whereas these operations are replaced with I-3VSL operations.  

Terminology 3 (intuition of operator 'ʘ') concerning the trust opinion matrix 

and individual vector opinion are applied with ʘ operator then the generated 

result as follows. 

≜

[
 
 
 
 𝛩(∆(𝛺𝑖1

(𝑑−1)
,𝑊11)) 𝛩(∆(𝛺𝑖2

(𝑑−1)
,𝑊21)) ⋯ 𝛩(∆(𝛺𝑖𝑛

(𝑑−1)
,𝑊𝑛1))

𝛩(∆(𝛺𝑖1
(𝑑−1)

,𝑊12)) 𝛩(∆(𝛺𝑖2
(𝑑−1)

,𝑊22)) ⋯ 𝛩(∆(𝛺𝑖1
(𝑑−1)

,𝑊𝑛2))

⋮ ⋮ ⋮ ⋮

𝛩(∆(𝛺𝑖1
(𝑑−1)

,𝑊1𝑛)) 𝛩(∆(𝛺𝑖2
(𝑑−1)

,𝑊2𝑛)) ⋯ 𝛩(∆(𝛺𝑖1
(𝑑−1)

,𝑊𝑛𝑛))]
 
 
 
 

 

≜ [𝛺𝑖1
𝑑 𝛺𝑖2

𝑑 ⋯ 𝛺𝑖𝑗
𝑑 𝛺𝑖𝑛

𝑑 ]                                          (3.25) 

Correspondingly, the 𝑀𝑂 is fabricated leveraging direct trust opinions, and the 

pseudo-code is as follows. 

Algorithm 1: The 𝑀𝑂generation 

Input: Digraph G and set of nodes S 

Output: Opinion Matrix 𝑀𝑂 

Goal: Generating 𝑀𝑂 for Algorithm 2  

Opinion_Matrix (G, S) 

1. for 𝑥 ←1 to r do 

2.       for y← 1 𝑡𝑜 𝑐 𝑑𝑜 

3.           if 𝑥 == 𝑦 then 

4.              𝑀𝑂[𝑥][𝑦] =  𝐼  

5.          else if    𝑒𝑑𝑔𝑒(𝑥, 𝑦) ∈  𝐸        

6.                    𝑂𝑀[𝑥][𝑦] = 𝑊𝑥𝑦 

7.          else  

8.                 𝑂𝑀[𝑥][𝑦] =∪ 
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9.          end if 

10.        end for loop 

11.   end for loop  

Algorithm 1 describes the opinion matrix initialization from player "𝑥" to all 

other players in the network. Hence, 𝑛 × 𝑛  matrix is created. Line 1 to 9 

expresses the trust opinion between the players. Line 3-4 indicates trust opinion 

is an absolute trust because the interaction is self-player. Line 4-9, if the players 

have the direct connection with another player, then represents the direct trust 

opinion value as 𝑤𝑥𝑦, else an uncertain opinion.  

With the help of Algorithm 1, the TW algorithm is designed by incorporating I-

3VSL discounting and combining operations that find the path from the trustor 

to trustee’s and assess the trustworthiness of the trustee from the trustor 

perspective. 

Algorithm 2: TrustWalker 

Input: A directed Graph G, from the players, i.e., trustee, trustor, depth as a 

number of hops  

Output: Assessing the trust evidence from trustor to selected trustee  

Goal: To find the path from source to destination based on trust opinions 

TrustWalker (G, trustor, trustee, depth) 

1. 𝑀𝑂=Direct_ Trust (G, S), Initialize  𝑉(1)𝑥   based on 𝑀𝑂 

2. Initialize the hop count 𝑑 ← 1 

3. While 𝑑 < 𝐷 𝑑𝑜 

4.       𝑑 ← 𝑑 + 1 

5.       for  all columns 𝐶𝑦 ∈ 𝑀𝑂  where 𝑦 ≠ 𝑥 do 

6.               𝛺(𝑑)𝑥𝑦 ← ∪ 

7.             for all direct opinion  𝑊𝑠𝑦 ∈ 𝐶𝑦 where 𝑊𝑠𝑦 ≠∪ 

8.                    𝛺(𝑑−1)𝑥𝑠 ← 𝑉
(𝑑−1)

𝑥 [𝑠] 

9.                   if   𝛺(𝑑−1)𝑥𝑠  ≠ ∪   then  

10.                       if   𝛺(𝑑)𝑥𝑠 = ∪   then 

11.                              𝛺𝑑𝑥𝑦 ← 𝛥(𝛺(𝑑)𝑥𝑠, 𝑤𝑠𝑦) 
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12.                       else 

13.                           if  𝐸 (𝑤𝑥𝑠) ≤  (𝑏𝑥𝑠) then 

14.                                         𝛺𝑑𝑥𝑦 ←  𝛩(𝛺𝑑𝑥𝑦, 𝛥(𝛺
(𝑑−1)

𝑥𝑠, 𝑤𝑠𝑦) 

15.                           end if 

16.                        end if 

17.                    end if 

18.              end for loop 

19.              𝑉𝑑𝑥 [𝑦]  ←  𝛺𝑑𝑥𝑦 

20.        end for loop 

21. end while loop 

22.  return  𝑉𝑑𝑥 

Algorithm 2 depicts the TW algorithms pseudocode. Line 3 of the algorithm is 

employed to restrict the network searching depth. Line 5-19 leverages discount 

and combining operations of I-3VSL that revise the indirect trust assessment 

opinions. Line 6 represents the trust evidence of all network users' excluding 

the trustor node "𝑥." Line 7-18 implements the trust fusion of all the derived 

evidence from 𝑊𝑠𝑦 ≠∪. Line 8 acquires "𝑥’s" the indirect trust at 𝑑 − 1 hop 

neighbor "𝑠." Line 9 to 11 verifies the trust opinion before performing the 

discount operation  𝛥(𝛺(𝑑)𝑥𝑠, 𝑤𝑠𝑦) and updating the value 𝛺𝑑𝑥𝑦. Meanwhile, 

Line 13 determines if several opinions are accessible and then filters the 

recommendations depending on the predicted belief. If the nodes have a higher 

belief value, it is appropriate for the recommendation; otherwise, the transfer 

path is invalid. Line 14 aggregates all opinions to 𝛺𝑑𝑥𝑦 which is subsequently 

assigned to the individual opinion vector at Line 19. Finally, it incorporates the 

trustworthiness opinions of all other players with "𝑥". 

3.6.1.Analysis of time complexity  

The time complexity of the TW algorithm described as the “for” loop from lines 

7-18 is 𝑛. 𝑐1 and lines from 5-20, another "for" loop is running then 𝑛. (𝑛. 𝑐1 +

𝑐2). The "while" loop runs based on the depth from lines 3-21, and the 

complexity becomes 𝑑. 𝑛. (𝑛. 𝑐1 + 𝑐2) where "𝑑" is constant (number of hops). 

Therefore, the time complexity is 𝑂(𝑑𝑛2). 
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Further, the complexity of the "for" loop from lines 7-18 determines the in-

degree of the trustee. The in-degree of the trustee ranges from 0 𝑡𝑜 𝑛, where n 

indicates the maximum number of players in the network or virtual world. For 

instance, the in-degree of the trustee is one, then the complexity is determined 

by using Eq. (3.26). 

𝑇(𝑛) = 𝑑. 𝑛. (𝑐1 + 𝑐2) = 𝑂(𝑛)                      (3.26) 

Since the in-degree of the trustee node increases slowly because the number of 

players joins and leaves the game in real-time, then the trustees' in-degree is 

increasing to utmost "n". Thus the complexity is assessed through Eq. (3.27). 

𝑇(𝑛) = 𝑑. 𝑛. (𝑛. 𝑐1 + 𝑐2) = 𝑂(𝑛2)                      (3.27) 

However, the TW algorithm leverages the iteration procedure. It offers a faster 

running time than the recursive approach because it mitigates the stack 

operations and applies even with the extensive network size. 

3.7. Summary 

This chapter describes the uncertainty trust assessment framework for 

trustworthy partner selection using I-3VSL. Further, the associative and 

commutative properties are evaluated using I-3VSL with discounting and 

combining operations. The distortion and original trust opinions are 

distinguished with the mathematical proof.  Moreover, a non-series parallel 

network is designed, i.e. arbitrary network. Subsequently, the trustworthiness of 

all the trustees is computed based on the trustors' perspective by creating the  

𝑀𝑂 and TW Algorithm. Later, the time complexity of The TW algorithm is 

analyzed based on the in-degree of the trustee node. Therefore, the TW provides 

the optimized time complexity compared to AT, i.e. 𝑂(𝑛2) where in-degree is 

>  1; else, it is 𝑂(𝑛). 

 



79 
 

CHAPTER 4 

PROPOSED FRAMEWORK FOR ROBUST 

WATERMARKING SCHEME 

 

This chapter presents a content protection technique for Anaglyph 3D images 

in the transform domain that relies on the images' frequency. The transform 

domain inserts the content owner's secret message into the frequency of the host 

image. The host image is represented in the spatial domain transformed into 

DWT's frequency domain. The DWT divides the image into frequency sub-

bands and then selects the appropriate sub-band for the embedding to enhance 

the watermark robustness. However, the DWT is sensitive to the geometric 

attacks that can mitigate through using decomposition strategies. As a result, 

SVD and HD are leveraged. However, the embedded process depends entirely 

on the embedding strength factor that differs between images; thus, PSO 

determines the embedded strength factor. Therefore, the experiment is carried 

out for variable watermark sizes under different attacks and evaluation details 

are provided.  

4.1. 3D Anaglyph Image 

At present, academicians primarily concentrate on a subset of 3D images termed 

stereograms. The stereograms are depth perceptions derived from 2D images 

viewed using thin mobile devices. The most prevalent type of stereogram is 3D 

Anaglyph images formed by leveraging separate color filters for each eye's 

perspective, such as red-cyan 3D Anaglyph images, as illustrated in Figure 4.1. 

Thus, the two stereo images are obtained from slightly different angles to 

generate the 3D Anaglyph image. Then, extract the color channels from each 

eye's left and right images, merge them to form a single image as a red-cyan 

Anaglyph 3D image. These images are viewed through red-cyan Anaglyph 

glasses. 
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Figure 4.1 Red-cyan Anaglyph 3D image construction 

Similarly, Anaglyph 3D images are also classified as true, color, mono, 

optimized-color and half-color. The numerous varieties of Anaglyph 3D images 

are created by extracting RGB color values from the left and right stereo views 

and combining them to obtain such images. For instance, the true color 

Anaglyph image is constructed using Eq. (4.1). 

[
0.299 0.587 0.114
0 0 0
0 0 0

] [
𝑅𝐿
𝐺𝐿
𝐵𝐿

] + [
0 0 0
0 0 0

0.299 0.587 0.114
] [
𝑅𝑅
𝐺𝑅
𝐵𝑅

]        (4.1) 
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Although, the Anaglyph 3D visuals have recently witnessed a rejuvenation 

primarily to the exhibition of images and movies through the internet, portable 

devices and blue-ray discs. These images and videos are viewed through 

inexpensive plastic glasses with realistic color filters for all three primary 

colors. Therefore, the red-cyan color images are used in a variety of applications 

such as Mars Rover images and STEREO solar research that employs two 

orbiting spacecraft to acquire 3D sun images, geological surveys, museum 

artefacts and virtual online games. Further, recent healthcare applications, such 

as 3D ultrasonic heart images, are created through red-cyan Anaglyph images. 

The most significant benefit of Anaglyph technology is comfortable with both 

modern and old vintage Cathode Ray Tubes (CRT)[144].  

Conversely, like 2D images, Anaglyph 3D images are also effortlessly 

replicated and disseminated without compromising the quality. Thus, this 

illegitimate activity violates the content ownership rights and results in 

monetary losses for the industry. As a result, a robust content protection scheme 

is essential for Anaglyph 3D images. Hence, a robust watermarking scheme for 

Anaglyph 3D image is presented in the subsequent section.   

4.2. Theoretical Framework 

This section outlines the mathematical concepts employed in the proposed 

watermarking scheme. 

4.2.1.3D Discrete wavelet transformation  

The 3D DWT is an extension of the 2D DWT, and the 3D DWT decomposes 

the 2D wavelet in the z-direction, resulting in the 3D wavelet decomposition 

sub-bands. The specifications of 2D wavelet decomposition are described in 

chapter 2. Figure 4.2 shows the 3D decomposition process [145]. 

According to Figure 4.2, level-1 2D-DWT decomposition has four sub-bands: 

LL, LH, HL, and HH. These sub-bands are further decomposed in the Z-

direction using Eq. (4.2) and (4.3).  

𝐶𝐼(𝑥,𝑦,𝑧) = (𝐿𝑥⊕ 𝐻𝑥) ⊗ (𝐿𝑦⊕ 𝐻𝑦) ⊗ (𝐿𝑧⊕ 𝐻𝑧)                                  (4.2) 

𝐶𝐼(𝑥,𝑦,𝑧) = 𝐿𝑥𝐿𝑦𝐿𝑧⊕𝐿𝑥𝐿𝑦𝐻𝑧⊕𝐿𝑥𝐻𝑦𝐿𝑧⊕𝐿𝑥𝐻𝑦𝐻𝑧⊕𝐻𝑥𝐿𝑦𝐿𝑧⊕𝐻𝑥𝐿𝑦𝐻𝑧

⊕𝐻𝑥𝐻𝑦𝐿𝑧⊕𝐻𝑥𝐻𝑦𝐻𝑧                                                   (4.3) 

 



82 
 

 

Figure 4.2 Level-1 decomposition flow of 3D DWT 

Here, CI denotes the Anaglyph 3D image, ⊕ 𝑎𝑛𝑑 ⊗ signifies the sum and 

product. Therefore, 1-level 3D-DWT generates the 8-subbands by applying low 

and high filters on the 2D image sub-bands such as LLL, LHL, LHH, LLH, 

HLL, HLH, HHL, and HHH. Then, Select a particular sub-band and apply 3D 

DWT for the next level decomposition, as illustrated in Figure 4.3. 

 

Figure 4.3 Level-2 3D DWT decomposition 
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Figure 4.3 represents the 2-level 3D DWT decomposition, and it consists of the 

16 sub-bands. However, the 3D DWT essential elements are scaling and 

translation. Thus the scaling and wavelet translation functions are given in Eq. 

(4.4) and (4.5), respectively. 

𝜙𝑖,𝑝,𝑞,𝑟(𝑥, 𝑦, 𝑧) = 2𝑖 2⁄ 𝜙(2𝑖𝑥 − 𝑝, 2𝑖𝑦 − 𝑞, 2𝑖𝑧 − 𝑟)            (4.4) 

𝜓𝑖,𝑝,𝑞,𝑟
𝑗 (𝑥, 𝑦, 𝑧) = 2𝑖 2⁄ 𝜓(2𝑖𝑥 − 𝑝, 2𝑖𝑦 − 𝑞, 2𝑖𝑧 − 𝑟)            (4.5) 

Here, p, q, r denotes the sizes of the 3D image, j denotes the direction, i denotes 

filters and (x, y, z) are coordinators. Therefore, the wavelet decomposition 

directions of each sub-band are represented through Eq. (4.6) 

𝐿𝐿𝐿 = 𝜙(𝑥, 𝑦, 𝑧) = 𝜙(𝑥)𝜙(𝑦)𝜙(𝑧) 

𝐿𝐿𝐻 = 𝜓(𝑥, 𝑦, 𝑧) = 𝜙(𝑥)𝜙(𝑦)𝜓(𝑧) 

𝐿𝐻𝐿 = 𝜓(𝑥, 𝑦, 𝑧) = 𝜙(𝑥)𝜓(𝑦)𝜙(𝑧) 

 𝐿𝐻𝐻 = 𝜓(𝑥, 𝑦, 𝑧) = 𝜙(𝑥)𝜓(𝑦)𝜓(𝑧)  

𝐻𝐿𝐿 = 𝜓(𝑥, 𝑦, 𝑧) = 𝜓(𝑥)𝜙(𝑦)𝜙(𝑧) 

𝐻𝐿𝐻 = 𝜓(𝑥, 𝑦, 𝑧) = 𝜓(𝑥)𝜙(𝑦)𝜓(𝑧) 

𝐻𝐻𝐿 = 𝜓(𝑥, 𝑦, 𝑧) = 𝜓(𝑥)𝜓(𝑦)𝜙(𝑧) 

                                  𝐻𝐻𝐻 = 𝜓(𝑥, 𝑦, 𝑧) = 𝜓(𝑥)𝜓(𝑦)𝜓(𝑧)                       (4.6) 

Therefore, Eq. (4.7) and (4.8) represent the discrete wavelet decomposition 

scaling and transition functions with size 𝑝 × 𝑞 × 𝑟. 

𝑊𝜙(𝑖0, 𝑝, 𝑞, 𝑟) =
1

√𝑝𝑞𝑟
∑∑∑𝐶𝐼(𝑥, 𝑦, 𝑧)𝜙𝑖0,𝑝,𝑞,𝑟(𝑥, 𝑦, 𝑧)                (4.7) 

𝑟−1

𝑧=0

𝑞−1

𝑦=0

𝑝−1

𝑥=0

 

𝑊𝜓
𝑗(𝑖, 𝑝, 𝑞, 𝑟) =

1

√𝑝𝑞𝑟
∑∑∑𝐶𝐼(𝑥, 𝑦, 𝑧)𝜓𝑖,𝑝,𝑞,𝑟

𝑗 (𝑥, 𝑦, 𝑧)                    (4.8)  

𝑟−1

𝑧=0

𝑞−1

𝑦=0

𝑝−1

𝑥=0

 

From Eq. (4.7) and (4.8), the inverse DWT signal is generated for 𝐶𝐼(𝑥,𝑦,𝑧) in 

Eq. (4.9)  

𝐶𝐼(𝑥, 𝑦, 𝑧)

=   
1

√𝑝𝑞𝑟
∑∑∑𝑊𝜙(𝑖0, 𝑝, 𝑞, 𝑟)𝜙𝑖0,𝑝,𝑞,𝑟(𝑥, 𝑦, 𝑧)   

 

𝑟

 

𝑞

 

𝑝

+
1

√𝑝𝑞𝑟
∑ ∑  

∞

𝑗=𝑗_0𝑗=𝐻,𝑉𝐷

∑∑∑𝐶𝐼(𝑥, 𝑦, 𝑧)𝜓𝑖,𝑝,𝑞,𝑟
𝑗 (𝑥, 𝑦, 𝑧)                          (4.9)  

𝑟−1

𝑧=0

𝑞−1

𝑦=0

𝑝−1

𝑥=0

 



84 
 

4.2.2. Hessenberg decomposition  

The HD is a unique scaled or square matrix that divides the matrix "X" into 

unitary and Hessenberg matrices as represented in Eq. (4.10). 

                                𝑃 𝐻 𝑃𝑇 = 𝑋                                                                         (4.10) 

Where P is an orthogonal matrix, H is Hessenberg upper triangular matrix and 

𝑃𝑇 is the conjugate transpose.  

Terminology 1 (upper Hessenberg matrix) A matrix "X" with 𝑛 × 𝑛 

dimensions, then the upper Hessenberg matrix is represented as if 𝑋𝑖𝑗 = 0,∀ i, 

j with 𝑖 > 𝑗 + 1 . However, the upper Hessenberg matrix is reduced with all the 

sub-diagonal entries with non-zero as if 𝑋𝑖+1,𝑖 ≠ 0 ∀𝑖 ∈ {1,2,3…… . 𝑛 − 1} 

Terminology 2 (lower Hessenberg matrix) A matrix "X" with 𝑛 × 𝑛 

dimensions, then the lower Hessenberg matrix is represented as if 𝑋𝑖𝑗 = 0,∀ i, 

j with 𝑗 > 𝑖 + 1 . However, the upper Hessenberg matrix is reduced with all the 

super diagonal entries with non-zero as if 𝑋𝑖,𝑖+1 ≠ 0 ∀𝑖 ∈ {1,2,3…… . 𝑛 − 1}  

Generally, the HD estimates the householder matrix P, which is an orthogonal 

matrix using the Eq. (4.11) 

                      𝑃 = (
𝐼𝑛
𝜇𝑇𝜇

) − 2                                                        (4.11) 

Here 𝜇 𝑎𝑛𝑑 𝐼𝑛are 𝑅𝑛 non-zero vector and identity matrix. Thus the HD is 

represented in Eq. (4.12) 

𝐻 = (𝑝1, 𝑝2…… . 𝑝𝑛−2)
𝑇𝑋(𝑝1, 𝑝2…… . 𝑝𝑛−2)                        (4.12) 

                              𝐻 =  𝑃 𝑋 𝑃𝑇                                                               (4.13) 

                              𝑋 = 𝑃 𝐻 𝑃𝑇                                                                (4.14) 

Here 𝑃 denotes the(𝑝1, 𝑝2…… . 𝑝𝑛−2).  

4.2.3.Singular value decomposition  

The SVD is a most potent decomposition technique that divides the real and 

complex matrix "𝑋" into three decomposition matrices such as left orthogonal 

matrix (𝑈), diagonal matrix (𝑆) and right orthogonal matrix (𝑉). 
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                  𝑋 =  𝑈𝑆𝑉𝑇                                                                (4.15) 

Let "𝑋" be an image with 𝑝 × 𝑞 size then 𝑈 𝑎𝑛𝑑 𝑉 orthogonal matrices are 

represented with 𝑝 × 𝑝 𝑎𝑛𝑑 𝑞 × 𝑞 sizes, S is a diagonal matrix with 𝑝 × 𝑞 size 

with non-negative singular values in decreasing order i.e. 𝑠1 ≥ 𝑠2… 𝑠𝑛. Thus, 

the S diagonal as a matrix, 𝑈 𝑎𝑛𝑑 𝑉 are denoted as vectors in Eq. (4.16), Eq. 

(4.17) and Eq. (4.18). 

𝑆 =

[
 
 
 
 
𝑆1 0 0 … . 0
0 𝑆2 0 … . 0
0 0 𝑆3 … . 0
: : : ⋱ :
0 0 ⋯ ⋯ 𝑆𝑞]

 
 
 
 

                                                        (4.16) 

𝑈 = [𝑢1, 𝑢2, …… . . 𝑢𝑝]                                                                    (4.17) 

𝑉 = [𝑣1, 𝑣2, …… . . 𝑣𝑞]                                                                    (4.18) 

Conversely, the geometric interpretation of SVD is designed based on rotation 

and scaling. 𝑈 𝑎𝑛𝑑 𝑉 performs the rotation operation, and 𝑆 performs the 

scaling process. Initially, 𝑉𝑇 performs the rotation according to the axes, then S 

performs the scaling operation by stretching in the direction of the axes to form 

the eclipse shape. The final position is arranged by the rotation operation by U, 

as illustrated in Eq. (4.19). 

𝑋𝑣𝑗 = 𝑆𝑗𝑢𝑗                                                                               (4.19) 

Here X is an image, which is rotated by 𝑣𝑗  in the direction of "j" and 𝑆𝑗 is scaling 

factor then rotated by 𝑢𝑗  in the "j" direction.  

4.2.4.Particle swarm optimization  

The PSO provides the optimized solution established on the size of the 

population. The PSO works on the principle of movement and behavior of birds' 

demonstrate a significant social behavior. Every bird has its optimal solution 

and determines the optimum global position in this process. Therefore, the 

watermarking scheme incorporates this behavior while selecting the embedded 

strength factor. The PSO optimization problem is designed with various 

parameters such as population size, fitness function, termination criteria and 

other variables. Initially, the population is initialized using random numbers, 
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and the fitness function validates the optimal solution in each iteration. Thus, it 

provides the global best solution based on the present population and updates 

accordingly all the solutions. However, the growth in the population size 

produces a new set of solutions that are compared with the existing solution; if 

the new solution is better, it replaces the current solution.   

The PSO algorithm for the watermarking scheme is determined by initializing 

the population size as "m" and the ith particle best solution (𝑃𝑏𝑖) is determined 

in search space, i.e. (Pb1, Pb2 … PbD) and the global best position (Gbest) is 

distinguished from all the particles best solution, i.e. 𝑃𝑏𝑖. Therefore, the 

ith particle velocity and position are determined using Eq. (4.20) and (4.21), 

respectively. 

𝑉𝑖+1
𝑚 = 𝐼𝑊 ∗ 𝑉𝑖

𝑚 + 𝑐1 ∗ 𝑟1 ∗ (𝑃𝑏𝑖 − 𝑋𝑖
𝑚) + 𝑐2 ∗ 𝑟2 ∗ (𝐺𝑏𝑒𝑠𝑡 − 𝑋𝑖

𝑚)                  (4.20) 

                            𝑋𝑖+1 = 𝑋𝑖 + 𝑉𝑖+1                                                                                (4.21) 

Here 𝑐1, 𝑐2 denotes the acceleration parameters, 𝑟1, 𝑟2 signifies the random 

numbers that are standardized to [0, 1] and 𝐼𝑊 is inertia weight that controls the 

speed of the particles. 

4.3. Proposed Watermarking Scheme  

A robust watermarking scheme is presented to protect the Anaglyph 3D images 

from geometric attacks. The host and watermark logos are Anaglyph 3D color 

images, extract the blue channels from both the images named as 𝐶𝐼
𝑏𝑎𝑛𝑑 𝑊𝐼

𝑏. 

The decomposition level (𝑅) is computed using 𝐶𝐼
𝑏𝑎𝑛𝑑 𝑊𝐼

𝑏 sizes. On 𝐶𝐼
𝑏, the 

decomposition is performed using 3D DWT with Haar transformation. Further, 

the Lower level sub-band is selected and applies HD decomposition. The upper 

Hessenberg matrix (𝐻) and 𝑊𝐼
𝑏 are selected and applies the SVD 

decomposition. The embedding process is carried out by choosing the singular 

diagonal values and embedding the strength factor. The PSO algorithm is 

employed to determine the embedding factor. Further, apply the inverse SVD 

and DWT to construct the watermark image. The watermark image is then 

combined with the host images remaining channels. The functional block 

diagram for the proposed watermark scheme is illustrated in Figures 4.4 and 

4.5. 
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Figure 4.4 Functional flow of watermark embedding 

 

Figure 4.5 Function flow of watermark extraction 
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4.3.1.Watermarking embedded procedure 

The proposed watermark embedded algorithm is divided into preprocessing, 

watermark embedding and post-processing. 

Input: the cover image (𝑪𝑰) and watermark logo (𝑾𝑰) 

Output: watermarked image (𝑴𝑰
𝑹𝑮𝑩) 

Goal: performing the embedded process for variable sizes of watermarks 

Algorithm 1: Watermarking embedded (𝑪𝑰,𝑾𝑰) 

Pre-processing 

1. Extract the color channels from 𝐶𝐼 and 𝑊𝐼 such as 𝐶𝐼
𝑅 , 𝐶𝐼

𝐺 , 𝐶𝐼
𝐵 

and 𝑊𝐼
𝑅 , 𝑊𝐼

𝐺 , 𝑊𝐼
𝐵. 

2. Select the 𝑪𝑰's the blue channel (𝐶𝐼
𝐵)  

3. Compute the decomposition level (R) based on the sizes of 𝐶𝐼 and 𝑊𝐼. 

R = log2 (𝑀 𝑁)⁄ Where M=length (𝐶𝐼) and N= length (𝑊𝐼). 

4. Apply the R-level DWT with Haar transformation on 𝐶𝐼
𝐵 that produces 

eight sub-bands 

[LLL, LHL, LHH, LLH,HLL,HLH,HHL,HHH] = 𝑑𝑤𝑡(𝐶𝐼
𝐵, ”ℎ𝑎𝑎𝑟”) 

5. Apply the HD decomposition on the LLL sub-band  

[𝑃, 𝐻] = 𝐻𝐷(𝐿𝐿𝐿) 

6. Apply the SVD decomposition on H and 𝑊𝐼
𝐵 

[𝑈𝐶𝐼 , 𝑆𝐶𝐼 , 𝑉𝐶𝐼] = 𝑆𝑉𝐷(𝐻)         

[𝑈𝑊𝐼 , 𝑆𝑊𝐼, 𝑉𝑊𝐼] = 𝑆𝑉𝐷(𝑊𝐼
𝐵) 

Embedding 

7. Perform the embedding process by selecting the diagonal matrices of 

SVD 

𝐶𝑊 = 𝑆𝐶𝐼 +  𝛼 ∗ 𝑆𝑊𝐼 

Post-processing 

8. Apply the inverse SVD and HD 

𝐶𝑤𝑎𝑡 = 𝑈𝐶𝐼 ∗ 𝐶𝑊 ∗ 𝑉𝐶𝐼
′  

 𝐿𝐿𝐿𝑤𝑎𝑡 = 𝑃 ∗ 𝐶𝑤𝑎𝑡 ∗ 𝑃
′ 



89 
 

9. Apply the inverse R-level DWT on 𝐿𝐿𝐿𝑤𝑎𝑡.It results in the watermarked 

image.  

𝑊𝑎𝑡𝑒𝑟𝑚𝑎𝑟𝑘𝑒𝑑

= 𝑖𝑑𝑤𝑡(𝐿𝐿𝐿𝑤𝑎𝑡, 𝐿𝐻𝐿, 𝐿𝐻𝐻, 𝐿𝐿𝐻,𝐻𝐿𝐿,𝐻𝐿𝐻,𝐻𝐻𝐿,𝐻𝐻𝐻) 

10.  Combine the remaining channels such as 𝐶𝐼
𝑅 , 𝑎𝑛𝑑 𝐶𝐼

𝐺  with watermarked 

resulting in the RGB watermarked image (𝑀𝐼
𝑅𝐺𝐵). 

4.3.2.Watermarking extraction procedure 

The proposed watermark extraction algorithm is divided into preprocessing, 

watermark extraction and post-processing. 

Input: the watermarked cover image (𝑴𝑰
𝑹𝑮𝑩)  

Output: extracted watermark image (𝑴𝑰
𝒆𝒙𝒕) 

Goal: Perform the extraction process on the watermarked image of variable 

sizes.  

Algorithm 2: Watermarking extraction (𝑀𝐼
𝑅𝐺𝐵) 

Preprocess 

1. Color channels (R, G, B) are extracted from 𝑀𝐼
𝑅𝐺𝐵 named as 

𝑀𝐼
𝑅 , 𝑀𝐼

𝐺 , 𝑀𝐼
𝐵 

2. Select the 𝑀𝐼
𝐵 and apply the R-level DWT on it. 

[𝐿𝐿𝐿𝑤, 𝐿𝐻𝐿𝑤, 𝐿𝐻𝐻𝑤, 𝐿𝐿𝐻𝑤, 𝐻𝐿𝐿𝑤, 𝐻𝐿𝐻𝑤, 𝐻𝐻𝐿𝑤, 𝐻𝐻𝐻𝑤]

= 𝑑𝑤𝑡(𝑀𝐼
𝐵) 

3. Apply the HD decomposition on 𝐿𝐿𝐿𝑊 

[𝑃𝑊𝐻𝑊] = 𝐻𝐷(𝐿𝐿𝐿𝑤) 

4. Perform the SVD decomposition on 𝐻𝑊 

[𝑈𝑤𝑎𝑡, 𝑆𝑤𝑎𝑡, 𝑉𝑤𝑎𝑡] = 𝑆𝑉𝐷(𝐻𝑊) 

Extraction  

5. Perform the extraction in between 𝑆𝑤𝑎𝑡𝑎𝑛𝑑 𝑆𝑊𝐼, the result is divisible 

by 𝛼 

𝑆𝑏𝑤𝑎𝑡 =
𝑆𝑤𝑎𝑡 − 𝑆𝑊𝐼

𝛼
 

Post-process 
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6. Apply the inverse SVD using 𝑈𝑊𝐼 , 𝑆𝑏𝑤𝑎𝑡𝑎𝑛𝑑 𝑉𝑊𝐼 resulting in the 

extracted watermark(𝑀𝐼
𝑏𝑒𝑥𝑡) 

𝑀𝐼
𝑏𝑒𝑥𝑡 = 𝑈𝑊𝐼 ∗ 𝑆𝑏𝑤𝑎𝑡 ∗ 𝑉𝑊𝐼

′ 

7. The extracted watermark 𝑀𝐼
𝑏𝑒𝑥𝑡 is merged with 𝑀𝐼

𝑅 , 𝑀𝐼
𝐺 , resulting in the 

RGB-extracted watermark (𝑀𝐼
𝑒𝑥𝑡) 

4.3.3 Optimization of scaling factor using PSO 

The scaling factor plays a vital role in the watermarking scheme since it 

determines the robustness and imperceptibility. A slight improvement in the 

scaling factor enhances the effectiveness of the watermarked images despite 

having an impact on the extracted watermarked image. On the other hand, a 

high scaling factor provides significant robustness and moderate 

imperceptibility. Therefore, the scaling element leveraged must balance 

imperceptibility and robustness. However, the scaling factor value is 

determined manually by the existing watermarking schemes for Anaglyph 3D 

images. The scaling value varies depending on the image to provide the best 

robustness and imperceptibility. Therefore, determining the appropriate scaling 

factor can resolve the conflict between robustness and imperceptibility 

accomplished through optimization techniques. Thus, the proposed 

watermarking scheme employs the PSO to determine the scaling factor 

automatically to embed the watermark in the cover images SVD decomposition. 

The proposed optimization approach is based on the single objective PSO that 

computes the scaling factor. The scaling factor value is evaluated by employing 

the different attacks in each iteration to identify the optimum scaling factor. The 

flow of the optimal scaling factor is depicted in Figure 4.6.  

According to Figure 4.6, the optimization strategy begins by randomly 

initializing the parameters such as velocity and position of all the particles, and 

the particles constantly move inside search space. The watermark scheme 

robustness and imperceptibility is assessed through the fitness function as Eq. 

(4.22) 

𝑓 =
𝑛

(∑ 𝑁𝐶𝐶𝑖 + 𝑃𝑆𝑁𝑅
𝑛
𝑗=1 )

                                                  (4.22) 
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Here 𝑓 represents the fitness function, and 𝑛 indicates the number of various 

operations performed on the watermarked image throughout the optimization. 

𝑁𝐶𝐶𝑖 is used to assess the robustness under different attacks, while PSNR 

quantifies the watermark scheme's imperceptibility. Thus, to experiment, PSO 

uses various initial parameters listed in Table 4.1. 

 

Table 4.1 Initial parameter for PSO optimization 

Parameter Value 

Acceleration values (𝑐1, 𝑐2) 2 

Inertia weight (𝐼𝑊) 0.8 

Number of iterations 100 

Population Size (𝑚) 50 

 

Figure 4.6 Flow of the optimization of scaling factor 
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4.4. Summary 

This chapter describes the proposed framework for the robust watermarking 

scheme for the red-cyan and other forms of Anaglyph 3D images content 

protection. Initially, it provides information about Anaglyph 3D image 

generation. The theoretical framework's comprehension includes DWT, HD, 

SVD and PSO. Further, it presents the proposed framework of robust 

watermarking scheme operations such as watermarking embedding and 

extraction procedure is exemplified. Moreover, it provides the optimal scaling 

factor determination using the fitness function and its system.  
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CHAPTER 5 

RESULTS AND DISCUSSIONS 

 

This chapter provides the performance of the trustworthy partner selection and 

robust content protection scheme. The performance of the trustworthy partner 

selection is validated by conducting the simulation, and performance is assessed 

through MAE, RMSE, and accuracy. Further, the performance is compared with 

the existing approach. Similarly, the proposed watermarking scheme 

performance is validated through the MSE, PSNR, SSIM and NCC. Primarily, 

the PSO algorithm is leveraged to determine the optimized scaling factor under 

various geometric and non-geometric attacks. Thereafter, the robustness and 

imperceptibility are computed under various attacks for different sizes of 

watermark logos. The performance is examined over the existing approach.  

5.1  Simulation Setup for Trust Assessment  

The simulation environment is capable of replicating the wireless networks' VE 

circumstances. Thus, many simulators are available such as MATLAB, NS2 or 

NS3, Open Simulator, PeerfactSim, Socnetv, Networkx, etc. The networkx is 

an open-source python language for network analysis is used to conduct the 

simulation work [83], [146]. However, this package provides various graphs or 

network representations, including directed, self-loop, parallel and simple 

graphs. Also, many graph algorithms are created to quantify the clustering, 

degree distribution and shortest path. The networkx also enables the read, write 

and exchange of the several data formats used in many traditional graph models. 

Thus, the thesis leverages networkx with many prerequisites to validate the 

performance of both the proposed and existing approaches. A VE is established 

with 100 players, and these players are arranged in 1000 × 1000 𝑚2 range. 

The MAC protocol of the IEEE 802.11 standards' is used, and the 
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communication between the participants is formed within 5𝑚 range. Further, 

the graph interactions are divided into communities within the community 

(30%) and outside the community (2%). The graph layout is illustrated as a 

spring, and the random mobility model is leveraged to move the players'. After 

removing self-loops, the total number of interactions or edges between players 

is 1182. The simulation work is carried out with the initial setup, and the same 

settings are employed in the literature. The parameters details are depicted in 

Table 5.1 

Table 5.1 Parameter for simulation 

Parameter Value 

Name of the simulator Network Analysis in Python 

Network type Wireless 

MAC protocol IEEE 802.11 

Virtual world area 1000 × 1000 m2  

Number of nodes 100 

Number of edges 1182 

Communication range 5 m 

Mobility model Random model 

Number of communities 3 

Communication inside the community 30% 

Communication outside the community 2% 

Graph layout Spring 

 

5.1.1.Dataset 

The MMOGs are graphical 2D or 3D video games that permit players to interact 

with other network gamers. As a result, the most popular MMOG games, such 

as World of Warcraft[147], Sony Ever Quest [148], [149], Travian [150], [151], 

and others are browser-based. The Travian dataset is selected since it is a real-

time strategy game with over 5 million participants. The data was collected from 

3x servers with a 3.5-month play cycle from multi-institutional virtual 

organizations. The game aims to establish villages and protect them against 



95 
 

invasions from neighboring villages. The Travian network dataset comprises 

three datasets: trades, messages, and attacks. The attacks dataset is composed of 

individual player raids to take resources. The message dataset includes the 

player interactions and message exchanges between the participants, and the 

trades are multi-stakeholder trades [150]. In this study, the message network 

dataset demonstrates disassortative mixing, whereas the attack and trades 

represent non-assortative mixing. It indicates that the communication network 

is constructed based on players who send more messages and fewer messages. 

On the other hand, the interaction messages stream from one community to 

another. 

5.1.2.Trusted network design 

The trusted network is established through the message dataset, and it consists 

of the three attributes: the source, target, and timestamps. Trust relationships are 

found among the players using the source and target attributes that form the 

network. From the network, self-loops and isolated nodes are removed then the 

alias names are assigned to each player as ID. Further, the players are moving 

freely in the network, and the updated player's position information is 

distributed to all other players in the network. As a result, the use of network 

bandwidth is increasing. Hence, the network is sub-divided into small regions 

using community detection algorithms to minimize network bandwidth usage. 

Nonetheless, several existing community detection schemes require prior 

knowledge, such as community density and duration. As a result, the players 

lack that specific knowledge. Hence, the asynchronous label propagation 

algorithm (LPA) is leveraged because of the linear time and no prior 

information about the community [152]. The LPA algorithm sub-divides the 

network into communities, with each community consisting of 40, 30, 30 nodes. 

The interaction between the players are established within the community is 

30% and outside community 2%. Therefore, a community network is 

established and depicted in Figure 5.1. 

As shown in Figure 5.1, the relations among the players with different 

communities are non-serial parallel connections. Therefore, based on the 
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relationships between players, trust opinions are generated by leveraging the 

normal or Gaussian distribution function. 

 

Figure 5.1 Sample trusted network 

The Gaussian distribution function uses the mean and standard deviation as μ =

0.9, σ2 =  0.1. The trust opinions are standardized to [0,1], and the trust opinion 

is > 1  then recomputed the trust opinion of those nodes by modifying the 𝜇 =

0.3, 𝑎𝑛𝑑 𝜎2 = 0.0001 respectively. Hence, the trusted network is created. 

However, the players move freely within the trusted network, changing the 

network topology. Accordingly, the players can change their positions by every 

400 seconds. 

5.1.3.Evaluation parameters 

The proposed I-3VSL with TW is validated by comparing the existing 

framework 3VSL with AT using various parameters such as MAE, Accuracy 

and RMSE. 

5.1.3.1 Computation of MAE 

The MAE is computed by random selection of a trustor and its associated 

trustees. The trust of all the trustees' trust is assessed using I-3VSL with TW 

and their expected beliefs. Thus, the error is measured using Eq. (5.1).   
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𝑀𝐴𝐸 =
∑ |𝑇𝑢,𝑣
𝑛
𝑖=1 − 𝐸𝑢,𝑣|

𝑁
                                          (5.1) 

5.1.3.2 Computation of RMSE 

The RMSE is a non-linear assessment technique that quantifies the degree of 

the error by computing the difference between expected and actual trust opinion 

values is squared and then averaged over the sample. Then, it measures the 

average square root, as depicted in Eq. (5.2). 

𝑅𝑀𝑆𝐸 = √
∑ (𝑇𝑢,𝑣𝑢,𝑣 − 𝐸𝑢,𝑣)2

𝑁
                                     (5.2) 

In contrast, the MAE and RMSE are employed to analyze the error variance. 

Once the variance surpasses the disparity between them, it implies poor 

performance. If the RMSE matches MAE, they are of the same degree.   

5.1.3.3 Accuracy 

The accuracy is computed using the error rate. Both the error rate and accuracy 

are balanced. As a result, Eq. (5.3) is used to calculate the proposed and existing 

algorithms accuracy.  

𝐴𝑐𝑐𝑟𝑎𝑐𝑦 = 1 − 𝐸𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒                  (5.3) 

5.1.4.Results and discussion 

The proposed I-3VSL with TW framework performance is compared to the 

existing 3VSL with AT approach [60]. The performance of these approaches is 

determined by using MAE, RMSE and accuracy. The proposed method showed 

a significant improvement in all the evaluation parameters, and the results are 

explained as follows. 

5.1.4.1 Evaluating MAE 

The MAE is computed using Eq. (5.1), which assesses all the trustees' trust with 

trustor perspective using 3VSL and I-3VSL operations. Further, the trust path 

finds from trustor to trustee in-depth restricted BFS manner using TW and AT 

algorithms. Then, computes the trust between trustor to the trustee and expected 

belief using Eq. (3.5), (3.6) and (3.8). The results are depicted in Figure 5.2 
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Figure 5.2 MAE optimization 

According to Figure 5.2, the proposed algorithm minimizes the errors compared 

to 3VSL. The 5% error rate optimized with the I-3VSL_TW over 3VSL_TW,  

7% error rate is optimized with I-3VSL_AT over 3VSL_AT, and 9% error rate 

is optimized with 3VSL_AT. 

5.1.4.2 Evaluating the RMSE 

The RMSE is computed through Eq. (5.2), and the results are depicted in Figure 

5.3. 

 

Figure 5.3RMSE optimization 
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According to Figure 5.3, the proposed algorithm minimizes the errors compared 

to 3VSL. The RMSE error is optimized 7% with I-3VSL_TW over 3VSL_TW. 

The 9% error rate is optimized with I-3VSL_AT over 3VSL_AT, and 5% is 

minimized with I-3VSL_TW over 3VSL_AT. Thus, the proposed approach 

provides the optimized error rate compared to all the combinations. 

5.1.4.3 Evaluating the accuracy 

The accuracy of the proposed and existing algorithms are assessed through Eq. 

(5.3), and the obtained results are depicted in Figure 5.4. 

 

Figure 5.4 The accuracy comparison between I-3VSL_TW with 3VSL_AT 

[61]  

According to Figure 5.4, the performance of the TW algorithm improves 5% in 

comparison to AT over 3VSL. The 3% improvement with I-3VSL over TW and 

AT Algorithms. Comparing the proposed approach I-3VSL_TW with the 

existing approach 3VSL_AT [61] obtains the 10% enhancement in terms of 

accuracy. 

5.1.4.4 Evaluating the trust assessment 

The trust is assessed using 3VSL and I-3VSL based on the trustors' perspective 

computed all the trustees' trust. Thus, I-3VSL provides an improvement in trust 

assessment. Hence, the trustor is selected randomly as 5, and the trustees are 
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selected based on the in-degree of the trustor. The generated trust assessment 

results are depicted in Figure 5.5. 

 

Figure 5.5 Trust probabilities of the trustees 

According to Figure 5.5, the trust assessment according to I-3VSL operations 

provides 10% improvement compared to 3VSL for various trustees. The I-

3VSL operation computes the trust by considering trust, distrust and posterior 

uncertainty. Consequently, the generated results are influenced by all the 

elements, whereas in 3VSL, only finds the trust. As a result, any changes in 

distrust or uncertainty are not affected in the development. Therefore, the 

obtained results provide a 10% improvement over the I-3VSL.  

5.1.5.Statistical analysis 

The statistical analysis of the MAE and trust assessment is determined by 

applying the hypothesis test. Generally, the practice states a null hypothesis, 

then determines whether the data allows the hypothesis's rejection. A 𝑃𝑣𝑎𝑙𝑢𝑒 

represents the probability that the null hypothesis is actual. The 𝑃𝑣𝑎𝑙𝑢𝑒 is a 

measure of simulated data. If 𝑃𝑣𝑎𝑙𝑢𝑒 ≤  0.05 rejects the null hypothesis[153]. 

5.1.5.1 Statistical analysis for MAE 

Table 5.2 presents the detailed result analysis of the one-tailed t-test with a 

significance level of 5% w.r.t the MAE along with the existing algorithm. The 

I-3VSLwith TW algorithm requires the minimum MAE for various depths. 
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Table 5.2 Statistical analysis of MAE 

 

5.1.5.2 Statistical analysis for trust assessment (TA) 

Table 5.3 presents the detailed result analysis of the one-tailed t-test with a 

significance level of 5% w.r.t the TA along with existing algorithms. The I-

3VSLwith TW algorithm requires the maximum TA for various depths. 

 

Table 5.3 Statistical analysis of trust assessment 

 

Approach
Depth 

Group
Minimum Maximum Mean

Standard 

Deviation

Standard 

Error of 

Mean

p-value
Rejected 

Hypothesis

Research 

Answer

3VSL+AT d0 0.0433 0.1138 0.0770 0.0267 0.0109 0.7920 Ha Significant No

3VSL+AT d1 0.1037 0.1579 0.1312 0.0179 0.0073 0.0009 H0 Significant Yes

3VSL+AT d2 0.0633 0.1107 0.0890 0.0158 0.0065 0.2218 Ha Significant No

3VSL+AT d3 0.0215 0.0639 0.0429 0.0146 0.0060 0.0016 H0 Significant Yes

3VSL+TW d0 0.0173 0.0803 0.0465 0.0240 0.0098 0.1752 Ha Significant No

3VSL+TW d1 0.0692 0.1235 0.0963 0.0179 0.0073 0.0054 H0 Significant Yes

3VSL+TW d2 0.0436 0.0913 0.0687 0.0159 0.0065 0.3482 Ha Significant No

3VSL+TW d3 0.0157 0.0590 0.0364 0.0148 0.0060 0.0082 H0 Significant Yes

I-3VSL+AT d0 0.0553 0.1269 0.0866 0.0277 0.0113 0.0023 H0 Significant Yes

I-3VSL+AT d1 0.1454 0.1984 0.1721 0.0175 0.0071 0.0329 H0 Significant Yes

I-3VSL+AT d2 0.1482 0.1988 0.1748 0.0179 0.0073 0.0238 H0 Significant Yes

I-3VSL+AT d3 0.1474 0.1991 0.1716 0.0172 0.0070 0.0338 H0 Significant Yes

I-3VSL+TW d0 0.0304 0.0940 0.0583 0.0242 0.0099 0.0082 H0 Significant Yes

I-3VSL+TW d1 0.0972 0.1489 0.1229 0.0172 0.0070 0.0223 H0 Significant Yes

I-3VSL+TW d2 0.0980 0.1492 0.1248 0.0180 0.0074 0.0199 H0 Significant Yes

I-3VSL+TW d3 0.0973 0.1486 0.1214 0.0171 0.0070 0.0279 H0 Significant Yes

Approach
Depth 

Group
Minimum Maximum Mean

Standard 

Deviation

Standard 

Error of 

Mean

p-value
Rejected 

Hypothesis

Research 

Answer

3VSL+AT d0 0.6620 0.7363 0.7044 0.0278 0.0114 0.64389000 Ha Significant No

3VSL+AT d1 0.7634 0.7871 0.7764 0.0081 0.0033 0.00000580 H0 Significant Yes

3VSL+AT d2 0.7102 0.7300 0.7211 0.0084 0.0034 0.02388700 H0 Significant Yes

3VSL+AT d3 0.6541 0.6714 0.6646 0.0064 0.0026 0.00001163 H0 Significant Yes

3VSL+TW d0 0.6919 0.7661 0.7363 0.0271 0.0111 0.08563600 Ha Significant No

3VSL+TW d1 0.8016 0.8192 0.8107 0.0068 0.0028 0.00000881 H0 Significant Yes

3VSL+TW d2 0.7568 0.7797 0.7695 0.0084 0.0034 0.03977400 H0 Significant Yes

3VSL+TW d3 0.7188 0.7342 0.7259 0.0054 0.0022 0.00002008 H0 Significant Yes

I-3VSL+AT d0 0.6724 0.7520 0.7182 0.0286 0.0117 0.00091959 H0 Significant Yes

I-3VSL+AT d1 0.8207 0.8349 0.8275 0.0049 0.0020 0.00003460 H0 Significant Yes

I-3VSL+AT d2 0.8222 0.8340 0.8284 0.0043 0.0018 0.00001650 H0 Significant Yes

I-3VSL+AT d3 0.8214 0.8332 0.8283 0.0046 0.0019 0.00002354 H0 Significant Yes

I-3VSL+TW d0 0.7089 0.7818 0.7530 0.0260 0.0106 0.00147310 H0 Significant Yes

I-3VSL+TW d1 0.8430 0.8530 0.8477 0.0038 0.0016 0.00001014 H0 Significant Yes

I-3VSL+TW d2 0.8442 0.8518 0.8471 0.0032 0.0013 0.00000496 H0 Significant Yes

I-3VSL+TW d3 0.8430 0.8506 0.8470 0.0035 0.0014 0.00000728 H0 Significant Yes
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According to Table 5.2 and 5.3, the CI with0.95, the significance value (∞) is 

fixed with 0.05. The significance value (∞) is above the  𝑃𝑣𝑎𝑙𝑢𝑒, the null 

hypothesis is accepted, and no considerable difference is noticed in the various 

depths based on the in-degree of the trustor, which means no significant gain is 

achieved on this evaluation. Nonetheless, our simulation table results show that 

the 𝑃𝑣𝑎𝑙𝑢𝑒 is less than or equal to 0.05, which means that the I-3VSL_TW 

achieved considerable gain on traditional protocols with the 30 samples of 

records for various depths. The I-3VSL_TW accepts the null hypothesis for 

different depths. However, the 3VSL_AT trust assessment is carried a null 

hypothesis in the case of 𝑑1𝑎𝑛𝑑 𝑑2 , remaining cases it accepts the alternative 

hypothesis.  

5.2 An Experiment of Content Protection 

In general, the effectiveness of the proposed watermarking scheme is 

determined through robustness and imperceptibility. The proposed 

watermarking scheme focused on the RGB Anaglyph 3D images. It is critical 

to compare it to other comparable schemes [8], [118] to illustrate the proposed 

watermark scheme's superiority in terms of invisibility and robustness. Thus, 

the experiment is conducted on Microsoft Windows-10 with 64-bit core i3-

7100U CPU 2.4 GHz and 4GB RAM. The proposed watermarking scheme 

efficacy is demonstrated leveraging the red-cyan and other forms of Anaglyph 

3Dimages.  

5.2.1 Experimental setup 

The proposed watermark scheme performance is assessed using different 

standard and customized RGB Anaglyph 3D images. The red-cyan images such 

as Adirondack, Aloe, Art, Baby and many others are collected from the 

Middlebury Stereo datasets[154]. The true, color, mono, optimized-color and 

half-color Anaglyph 3D images are created using a saliency map [155].  The 

red-cyan cover image sizes as 512 × 512 × 512 × 3 and watermark logs are 

variable sizes such as 256 × 256 × 256 × 3, 128 × 128 × 128 × 3, 64 ×

64 × 64 × 3. For instance, the cover and watermark logos of red-cyan 
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Anaglyph 3D images and other forms of Anaglyph 3D images are depicted in 

Figures 5.6 and 5.7. 

 

Figure 5.6 Cover images: (a) cones (b) flowerpots (c) dolls (d) classroom (e) 

backpack (f) Adirondack (g) art Watermark logo: (h) Surf Coffee  

 

Figure 5.7 Cover images: (a) True Anaglyph (b) Red-cyan Anaglyph (c) Mono 

Anaglyph watermark logos: (d) Color Anaglyph (e) Half-color Anaglyph (f) 

optimized-color Anaglyph 3D images 

5.2.2 Performance metrics 

The performance of the proposed watermark framework is assessed through 

MSE, SSIM, PSNR, and NCC. The MSE and PSNR are used to determine the 

watermark quality through Eq. (5.4) and (5.5). 
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𝑀𝑆𝐸 =
1

(𝑝 ∗ 𝑞 ∗ 𝑟)
∑∑∑(𝐶𝐼(𝑖, 𝑗, 𝑘) − 𝑀𝐼(𝑖, 𝑗, 𝑘))

2
𝑟−1

𝑘=0

𝑞−1

𝑗=0

𝑝−1

𝑖=0

                    (5.4) 

𝑃𝑆𝑁𝑅 = 10 log10
𝑘𝑚𝑎𝑥
2

𝑀𝑆𝐸
                                                                             (5.5) 

Here 𝑝, 𝑞, 𝑟 are the dimensions of the Anaglyph host image, 𝐶𝐼𝑎𝑛𝑑 𝑀𝐼 are host 

and watermarked images. In Eq.(5.5), 𝑘𝑚𝑎𝑥 signifies the host images max 

dimension value. However, the MSE and PSNR are inversely proportional to 

each other, the PSNR value is higher, and MSE is low, then the watermarked 

image quality is high. The imperceptibility capacity is assessed through SSIM 

based on the luminance (l), contrast (cont) and structure (struct), which is 

represented in Eq. (5.6). 

𝑆𝑆𝐼𝑀 = 𝑙(𝐶𝐼 , 𝑀𝐼) ∗ 𝑐𝑜𝑛𝑡(𝐶𝐼 ,𝑀𝐼) ∗ 𝑠𝑡𝑟𝑢𝑐(𝐶𝐼, 𝑀𝐼)            (5.6) 

𝑙(𝐶𝐼 ,𝑀𝐼) =
2𝜇𝐶𝐼𝜇𝑀𝐼 + 𝐶1

𝜇𝐶𝐼
2 + 𝜇𝑀𝐼

2 + 𝐶1
                                                      (5.7) 

𝑐𝑜𝑛𝑡(𝐶𝐼, 𝑀𝐼) =
2𝜎𝐶𝐼𝜎𝑀𝐼 + 𝐶2

𝜎𝐶𝐼
2 + 𝜎𝑀𝐼

2 + 𝐶2
                                               (5.8)   

𝑠𝑡𝑟𝑢𝑐𝑡(𝐶𝐼 , 𝑀𝐼) =
𝜎𝐶𝐼𝑀𝐼 + 𝐶3
𝜎𝐶𝐼𝜎𝑀𝐼 + 𝐶3

                                                 (5.9) 

Here, 𝐶1, 𝐶2, 𝐶3 are constants, 𝜇 𝑎𝑛𝑑 𝜎 are mean and standard deviation. The 𝑙 

computes the average luminance of cover and watermarked images through Eq. 

(5.7). The 𝑐𝑜𝑛𝑡 is calculating the contrast of cover and watermarked images the 

standard deviation using Eq. (5.8). The 𝑠𝑡𝑟𝑢𝑐𝑡 computes the correlation 

between the cover and watermarked Eq. (5.9). The correlation value normalized 

to [0, 1], 0 represents the different images, and 1 means similar. Therefore, 

PSNR, SSIM values are specifically used to denote the imperceptibility of 

watermarked images. Moreover, the robustness of the proposed watermarking 

scheme is assessed through NCC or NC is represented in Eq. (5.10). 

𝑁𝐶𝐶 =
∑ ∑ ∑ 𝑊𝐼

𝑅𝐺𝐵(𝑖, 𝑗, 𝑘) × 𝑀𝐼
𝑒𝑥𝑡(𝑖, 𝑗, 𝑘)𝑟−1

𝑘=0
𝑞−1
𝑗=0

𝑝−1
𝑖=0

√∑ ∑ ∑ (𝑊𝐼
𝑅𝐺𝐵)2𝑟−1

𝑘=0
𝑞−1
𝑗=0

𝑝−1
𝑖=0 √∑ ∑ ∑ (𝑀𝐼

𝑒𝑥𝑡)2𝑟−1
𝑘=0

𝑞−1
𝑗=0

𝑝−1
𝑖=0

                (5.10) 
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Here, 𝑊𝐼
𝑅𝐺𝐵𝑎𝑛𝑑 𝑀𝐼

𝑒𝑥𝑡 are denotes the watermark logo and extracted watermark. 

The NCC value ranges from 0 to 1, with 1indicating the improved robustness to 

different attacks on watermarked images. 

5.2.3 Experimental results 

The proposed watermarking scheme's experimental results are determined by 

examining the optimal scaling factor over the MSE, PSNR, SSIM and NC under 

varied size watermark logos. Further, based on the red-cyan and true Anaglyph 

images with varying sizes of watermark logos, the imperceptibility and 

robustness of the proposed watermarked scheme are examined. Additionally, 

evaluate the robustness and imperceptibility of the various attacks under 

different parameters. Finally, the proposed watermarked scheme is compared 

against the current work under multiple attacks. 

5.2.3.1 Analyzing the optimal scaling factor  

The performance of the proposed watermarking scheme is analyzed under 

various attacks to determine the optimal scaling factor. Figure 5.6 depicts the 

flow to compute the optimal scaling factor (𝛼) under multiple attacks. Then, the 

appropriate scaling factor for varied watermark logo sizes is determined. For 

instance, the red-cyan is considered to cover and watermark logs that find the 

relevant scaling factor through the performance metrics. The red-cyan 

Anaglyph 3D images are depicted in Figures 5. 6, and 5.7, and the attacks are 

listed in Table 5.4. 

 

Table 5. 4 Types of attacks with specifications 

Name of the attack Attack category Value 

Average filter Filtering attack − 

Gaussian low-pass filter Filtering attack 3 × 3 

Median filter Filtering attack 3 × 3 

Gaussian noise Noise attack 0.001 

Salt and Pepper noise Noise attack − 

Rotation attack Geometric attack 2° 

JPEG compression Lossy compression 50 
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JPEG2000 compression Lossy compression 12 

Sharpening attack Sharpening attack 0.8 

Histogram attack Contrast enhancement − 

Motion blur Blurring attack − 

Therefore, the performance metric values of MSE, PSNR, SSIM and NCC are 

obtained by varying the scaling factor from 0 to 0.1 under different attacks. The 

results are depicted in Figures 5.8 (a)-(d). 

 

 

 

Figure 5. 8 Performance under various attacks with different scaling factors 

According to Figures 5.8 (a)-(d), the MSE for different attacks with the scaling 

factors ranging from [0, 0.1] and the values are increasing steadily as the scaling 

factors increase. However, the salt and pepper and Gaussian noise attack yield 

  (c)   (d) 

 

 

  (a) 
  (b) 
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higher values than other attacks—the PSNR for different attacks under scale 

factors with a range of [0, 0.1]. Thus, the PSNR value negatively correlates with 

the scaling range [0, 0.1]. Therefore, the initial scaling factor for PSNR is 𝛼1 =

0.005. The SSIM for different attacks under various scaling factors with a range 

of [0, 0.1] provides stabilized results. Thus, the default scaling factor for SSIM 

is 𝛼1 = 0.005. The NCC provides consistent results for different attacks under 

various scaling factors. Thus, the baseline scaling factor is 𝛼2 = 0.005. As a 

result, the optimized scaling factor (𝛼) is determined by using Eq. (4.22). 

5.2.3.2 Imperceptibility assessment 

The visibility quality or imperceptibility means the embedded information in 

the cover image is not visible to the human eyes. The embedded information is 

not affected by the visual appearance. Therefore, the imperceptibility of the 

watermark embedding is validated through the various red-cyan as depicted in 

Figure 5.7 and other Anaglyph 3D images shown in Figure 5.8 as the cover 

images, watermark logos. The watermarked images' performance under no 

attack is considered a baseline because the watermarked images do not suffer 

from the attacks. Therefore, the watermarked images and extracted watermark 

logos with different sizes such as 256 × 256 × 256, 128 × 128 ×  𝑎𝑛𝑑 64 ×

64 × 64 are shown in, Fig 5.9, Table 5.5 and Table 5.6. 

 

 

 Figure 5. 9 Invisibility with the perspective of MSE, PSNR, SSIM and NCC 
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Table 5.5 PSNR values for various red-cyan Anaglyph images with different 

sizes

  

Table 5.6 Imperceptibility performance based on MSE, PSNR, SSIM and 

NCC 

 

According to Figure 5.9, Table 5.5,  and Table 5.6, The default PSNR value for 

under no attack of the watermarked image is determined for red-cyan Anaglyph 

with different sizes are > 43 𝑑𝐵,> 49 𝑑𝐵 𝑎𝑛𝑑 > 54𝑑𝐵 and for other 

Anaglyph images > 49𝑑𝐵, > 54𝑑𝐵 𝑎𝑛𝑑 61𝑑𝐵 . Further, the SSIM value for 

red-cyan and other Anaglyph images is > 998. The watermark logo size is 

smaller than the PSNR, and SSIM values for red-cyan Anaglyph are 55 dB and 

0.9991, respectively, as shown in Figure 5.9. As shown in Table 5.6, the values 

61 dB and 1 are observed respectively for other Anaglyph images. The NCC 

PSNR Adirondack Aloe Art Baby Backpack Classroom Cones Dolls2

256x256 43.915 49.847 43.898 43.893 43.899 43.906 43.898 43.906

128x128 49.842 49.847 49.914 49.687 49.762 49.944 49.873 49.889

64x64 55.352 49.847 55.753 54.972 49.762 55.989 55.592 55.756

Cover image Watermark logo Watermark size MSE PSNR SSIM NCC

True Anaglyph Half-Color Anaglyph 256x256x256 0.6968 49.6200 0.9999 1

Red-cyan Anaglyph Half-Color Anaglyph 256x256x256 0.6716 49.7703 0.9992 1

Mono Anaglyph Half-Color Anaglyph 256x256x256 0.6871 49.6811 0.9998 1

True Anaglyph Color Anaglyph 256x256x256 0.6948 49.6321 0.9999 1

Red-cyan Anaglyph Color Anaglyph 256x256x256 0.6696 49.7820 0.9992 1

Mono Anaglyph Color Anaglyph 256x256x256 0.6853 49.6918 0.9998 1

True Anaglyph Half-Color Anaglyph 128x128x128 0.2138 54.7867 0.9999 1

Red-cyan Anaglyph Half-Color Anaglyph 128x128x128 0.1914 55.2751 0.9997 1

Mono Anaglyph Half-Color Anaglyph 128x128x128 0.2125 54.8135 0.9999 1

True Anaglyph Color Anaglyph 128x128x128 0.2131 54.8012 0.9999 1

Red-cyan Anaglyph Color Anaglyph 128x128x128 0.1905 55.2935 0.9997 1

Mono Anaglyph Color Anaglyph 128x128x128 0.2118 54.8287 0.9999 1

True Anaglyph Half-Color Anaglyph 64x64x64 0.0391 62.2039 1.0000 1

Red-cyan Anaglyph Half-Color Anaglyph 64x64x64 0.0462 61.4839 0.9999 1

Mono Anaglyph Half-Color Anaglyph 64x64x64 0.0391 62.2040 1.0000 1

True Anaglyph Color Anaglyph 64x64x64 0.0389 62.2298 1.0000 1

Red-cyan Anaglyph Color Anaglyph 64x64x64 0.0462 61.4839 0.9999 1

Mono Anaglyph Color Anaglyph 64x64x64 0.0391 62.2040 1.0000 1

Perfomance metrics
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value for all the Anaglyph 3D extracted watermark images is 1.0000. Therefore, 

the proposed watermarking scheme provides excellent imperceptibility. 

5.2.3.3 Robustness assessment  

The images robustness emphasizes the capacity to sustain alterations without 

affecting the original structure. In digital watermarking schemes, the robustness 

is assessed between the extracted watermark and original watermark logo under 

the different attacks. As a result, validating the robustness of the proposed 

watermarking scheme is crucial. The effectiveness of the watermark extraction 

algorithm is assessed by applying various attacks on the watermarked image, as 

illustrated in Figure 5.10. The performance of the extracted watermarked logos 

is examined, whether they are resistant to attacks. Further, an extraction 

algorithm is performed under various attacks on the different sizes of 

watermarked images. Later, the recovered watermark images and their 

associated NCC values are shown in Table 5.6.  

 

Figure 5.10 Attacked watermarked Cone red-cyan color Anaglyph images 
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According to Table 5.7, the extracted watermarks robustness is acceptable for 

all the sizes of red-cyan Anaglyph images. Significantly, NCC's of all attacks 

except for the HE attack, the value decreases while the watermark logos' sizes 

decrease.  

Table 5.7 Recovered watermark logos with NCC values 

Attacks 256 x 256 x 256 128 x 128 x 128 64 x 64 x 64 

No Attack 1 1 1 

Gaussian low-pass 

filter 
1 1 1 

Median 1 1 1 

Gaussian noise 1 1 1 

Salt and pepper 

noise 
1 1 1 

Rotating attack 1 1 1 

JPEG compression 1 1 1 

JPEG2000 

compression 
1 1 1 

Sharpening attack 1 1 1 

Histogram 

equalization 
0.9924 0.9913 0.9877 

Average filter 1 1 1 

Motion blur 0.9322 0.9569 0.9147 

 

Further, the NCC values of all the attacks ≥ 0.99 of different sizes of watermark 

logos except motion blur attack. The extracted watermarks differ in the case of 

motion blur, but the preliminary information is identical. The extracted 

watermarking algorithm is validated under three filtering attacks, two noise 

attacks, two compression attacks, rotation, and sharpening attacks, providing 

high robustness as 1 for all sizes of watermark logos. Therefore, the proposed 

scheme offers high robustness for filtering, noise, compression, rotation and 

sharpening attacks. However, the proposed watermarking scheme is validated 

under static parameters, and then the results provide acceptable robustness. 
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Therefore, the performance of the proposed method validated under dynamic 

parameters and results are depicted in Figure 5.11.  

 

Figure 5.11 Different attacks for dynamic parameters 

According to Figure 5.11, the JPEG compression attack validated with Quality 

factor (QF) ranges from [10,100]. The NCC value for all the sizes is≥ 0.99. The 

JPEG2000 compression is evaluated with Compression Ratio (CR) varying 

from [0, 40], then obtained NCC value is equal to 1. Similarly, two filtering 

attacks such as Gaussian low-pass filter with sigma ranges from [0.5, 5] and 

median filter with window sizes [3x3, 9x9] then obtained results provides the 

high robustness. The rotation attack is applied to vary the rotation angle from 

[10,100] with a 10 step increment and gives high robustness to all the sizes. The 

Gaussian noise attack is used based on the variance ranging of [0.001, 0.009] 

by incrementing with 0.001 that provides high robustness for all the sizes. 

Therefore, the proposed watermarking scheme is more robust and imperceptible 

for all sizes of watermark logos. 
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5.2.4 Comparative Analysis 

The proposed watermarking scheme is validated in terms of robustness and 

imperceptibility by comparing it with the existing watermark approaches.[118]. 

Thus, the robustness is compared with two types of attacks: geometric and non-

geometric attacks. The non-geometric attacks are intended to extract the 

watermark logos from watermarked images without compromising the integrity 

of the watermarking algorithm [156]. The non-geometric attacks include 

filtering, noise, compression, motion blur, sharpening, and HE attacks [119]. 

The geometric attacks include rotation, translation, cropping, and scaling. The 

proposed watermarking scheme's performance is validated using various red-

cyan Anaglyph 3D images against the geometric and non-geometric attacks 

with specific parameters, as shown in Table 5.4. The comparative analysis of 

the proposed watermarking scheme with Koley [118] is demonstrated in Table 

5.8. 

 

Table 5.8 Comparison of performance metrics between the proposed approach 

and the Koley approach 

  

MSE PSNR SSIM NCC MSE PSNR SSIM NCC

No Attack 2.3979 43.4995 0.9942 1.0000 7.6958 39.9817 0.8976 0.9997

Gaussian low-pass filter 2.2874 47.0975 0.9964 1.0000 7.2157 43.9492 0.9863 0.9978

Median 2.3648 46.9303 0.9966 1.0000 6.1976 44.9776 0.9883 0.9997

Gaussian noise 13.9232 42.7215 0.9729 1.0000 20.1743 38.2505 0.8601 0.9970

Salt and pepper noise 1.9400 49.4835 0.9896 1.0000 7.7711 44.4324 0.9883 0.9999

Rotating attack 19.3678 28.0144 0.8496 1.0000 23.0693 26.0930 0.8106 0.9961

JPEG compression 4.3504 46.9281 0.9898 1.0000 17.4524 35.6062 0.8779 0.9947

JPEG2000 compression 1.8800 53.9253 0.9975 1.0000 7.2233 44.3621 0.9954 0.9990

Sharpening attack 1.7517 51.3949 0.9962 1.0000 6.6343 44.2925 0.9888 0.9948

Histogram equalization 65.1977 20.0189 0.6568 0.9924 67.1473 19.8494 0.5877 0.8761

Average filter 2.2757 47.0632 0.9916 1.0000 7.3442 43.7749 0.8873 0.9982

Motion blur 3.0191 43.1968 0.9909 0.9322 19.1428 28.8531 0.8612 0.8583

Proposed approach 

(DWT_HD_SVD)

Koley Approach                   

(LWT,T-SVD,ACM) [118]Attacks
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According to Table 5.8, the proposed watermarking scheme provides more 

robustness against all the attacks as ≥ 99 expect motion blur attacks. As a result, 

the proposed watermarking scheme offers 2% robustness over the Koley 

approach  [118]. Similarly, the imperceptibility of the proposed approach is 

validated through MSE, PSNR and SSIM as the baseline is under no attack. 

Thus, the proposed scheme provides MSE, PSNR and SSIM as 

2.39, 43.49, 𝑎𝑛𝑑 0.9941, whereas the existing approach 

provides 7.69, 39.98 𝑎𝑛𝑑 0.8975. Further, it applies the various attacks by 

assessing each attack's performance. The assessed value is lower than MSE and 

higher than the PSNR and SSIM's base value. Then the watermarking scheme 

provides high imperceptibility; otherwise, it is lower imperceptible. Therefore, 

the proposed watermarking scheme gives high invisibility to all the filtering 

attacks based on the MSE, PSNR and SSIM. The invisibility of noise attacks 

such as Gaussian noise is good, and salt and pepper is high. The compression 

attacks such as JPEG and JPEG2000 provides moderate and high 

imperceptibility. The sharpening attack also provides high invisibility, and the 

HE attack provides lower imperceptibility. The motion blur attack provides 

moderated imperceptibility. However, the proposed approach offers enhanced 

imperceptibility for all the attacks compared to the existing approach. 

Therefore, the proposed watermarking scheme enhances robustness and 

imperceptibility against all the attacks over the Koley method  [118] for red-

cyan Anaglyph 3D images.   

5.3 Summary  

This chapter presents an experimental setup for both trust assessment and 

content protection. The trust assessment simulation work is carried out using 

the network analysis in python by setting the various parameters. The 

experiment is conducted using the Travian dataset to establish the trusted 

network. The performance of the proposed I-3VSL with TW is evaluated 

through trust assessment, MSE, RMSE, and accuracy. The evaluation metrics 

provide better results than 3VSL with AT and assessed the data accuracy by 

conducting statistical hypothesis tests for various depths. Correspondingly, the 

experiment is performed for the proposed robust watermarking scheme. The 
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performance of the proposed watermarking scheme is evaluated through the 

imperceptibility and robustness of different sizes of watermark logos. 

Thereafter, the robustness is assessed through dynamic parameters. Therefore, 

the proposed scheme provides better results compared to existing watermarking 

techniques. 
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CHAPTER 6 

CONCLUSION  

 

The proposed work includes the trusted partner selection scheme through the I-

3VSL uncertainty model and content protection for the red-cyan Anaglyph 3D 

images. The trust partner selection is essential in MMOG that optimizes the risk, 

increases productivity and establishes strong relationships among the 

participant players in the network. Similarly, the content protection techniques 

provide the digital media's integrity and restrict the illegal distribution of the 

content over the internet. Therefore, the thesis focused on studying the trusted 

partner selection schemes in the P2P environment and content protection 

techniques. The proposed strategies provide the enhanced trustworthy partner 

selection scheme and content protection technique through a robust 

watermarking scheme that fulfils the requirements of both safety and privacy in 

the virtual environment. Hence, the objective of the proposed research is to 

"Design and Implement an algorithm to enhance the trustworthiness of partner 

selection and content protection in P2P 3D Streaming over thin mobile devices." 

Primarily, the thesis demonstrates a comprehensive introduction of P2P 3D 

streaming over thin mobile devices. Further, the chapter presents the research 

objective of the present research. Chapters 2 is devoted to a detailed literature 

review of the trust and recommendation models in the P2P environment and 

content protection with digital watermarking techniques. We noticed that most 

of the existing trust assessment models focused on absolute trust in the survey—

the lack of uncertainty models available to assess the trust also requires 

improvement in the uncertainty models. Similarly, the current content 

protection through watermarking techniques for red-cyan Anaglyph 3D images 

is focused on the DWT that also requires enhancement in terms of robustness 

and imperceptibility. Chapters 3,4  and 5 focus on the trust computation
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 of all the trustees from the trustor perspective in arbitrary network, the content 

protection through a robust watermarking scheme that enhances the   robustness 

and imperceptibility of the red-cyan Anaglyph 3D images with different 

watermark logos and followed by experimental results. The detailed 

contributions are presented in the following subsection. Finally, an illustration 

of the research program concludes by proposing future research directions. 

6.1 Contributions  

The significant contributions of the thesis are outlined below, 

Contribution 1: Formulate a trustworthy partner selection scheme through 

an uncertainty trust model 

The proposed I-3VSL uncertainty trust assessment paradigm is to manage the 

trust effectively with the help of direct and indirect trust assessments. The direct 

trust is evaluated based on the interaction among the players. The trust opinion 

of interactions is represented as positive, negative, prior and posterior 

uncertainties based on the trust opinion between the players computed. The 

indirect trust is assessed through trust propagation and fusion, performed using 

improved discounting and combining operations. The direct and indirect trust 

assessments are formulated and represented in chapter 3.  

Contribution 2: Design an effective trustworthiness computing algorithm 

An effective trustworthiness computing algorithm is proposed to assess all the 

trustees' trust from the trustors' perspectives through the TW algorithm. The TW 

algorithm was designed by incorporating the improved discounting and 

combining operations. This algorithm works in depth limited BFS fashion, and 

it executes faster compared to the existing AT, i.e. 𝑂(𝑛2) . The performance of 

the proposed algorithm is validated by establishing the trusted network through 

the Travian dataset. The performance is assessed through computing the error 

and accuracy that shows the 10% improvement in the accuracy of trust 

assessment over the existing approach. The proposed TW algorithm and 

comparison details are presented in Chapters 3 and 5. 

Contribution 3: Design the 3D content /copyright protection scheme  

A robust watermarking scheme is proposed to protect the digital content over 

thin mobile devices. The watermarking scheme algorithm is designed by 
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leveraging the DWT, HD and SVD to perform the embedded and extraction 

operations. Further, an optimized scaling factor is determined through PSO. The 

performance of the proposed watermarking scheme is examined by using red-

cyan Anaglyph 3D images. The cover and watermark logos are RGB color 

channels, and variable size watermark logos are leveraged in this study. The 

optimized scaling factor is primarily determined by selecting the scaling 

element ranging from [0, 0.1] then measuring the scaling factor. 

Further, the embedded and extraction operations are directed based on the 

optimized scaling factor. Thereafter, the baseline of the performance metrics is 

determined under a no attack scenario—the performance metrics used as MSE, 

PSNR, SSIM and NCC. The proposed watermarking scheme is examined under 

different geometric and non-geometric attacks that show resistance. The 

proposed approach enhances the 2% robustness and 10% imperceptibility over 

the existing watermarking scheme, and the details are presented in chapters 4 

and 5. 

6.2 Future research directions 

Trust assessment and content protection are fundamental security aspects in the 

virtual environment. The present trust assessment research program can be 

extended towards the optimization aspect that further enhances this topic. 

Firstly, research can be developed by incorporating the Monte Carlo principles 

into the I-3VSL operations, such as discounting and combining. Additionally, 

the trust computing algorithm is optimized through meta-heuristic algorithms. 

Similarly, the watermarking scheme is extended by using artificial intelligence 

and machine learning techniques to protect the content against various 

geometric and non-geometric attacks effectively. However, the existing 

watermarking schemes store their watermark information in the centralized 

server, creating leakage and alteration. Hence, it requires decentralized storage 

that can enhance content protection. 

The thin mobile device applications are still evolving to cater to their actual 

purpose, and a lot of research is in progress. The growth of virtual environment 

applications such as virtual online video games, healthcare, and medical 

applications has given security researchers a lot of scopes. Concerning trusted 
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partner selection strategies in MMOG, digital content protection is further 

extended by employing the benefits of the recent developments in Deep 

Learning and Blockchain technology that have opened up new research areas in 

privacy-preserving communications. Additionally, evolving information and 

communication technology (ICT) like 6G has opened new virtual environment 

research horizons. Efficient security, privacy, and trusted routing remain open 

for the investigators. 
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