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Section A 

(Scan and Upload)                                     (5Qx 4M = 20 Marks) 

Q1 In a multiple regression analysis involving 12 independent variables and 166 observations, 

SSR = 878 and SSE = 122.  Calculate the coefficient of determination. CO1 

Q2 How does regression differ from correlation? Lines are characterized by their slope and 

intercept. What does the slope tell you about the line? What does the intercept tell you? CO1 

Q3 A general practice based study sought to find out if people’s ears increase in size as they get 

older. 206 patients were studied with ear size being assessed by the length of the left external 

ear from the top to the lowest part. Measurements were made simply, using a transparent 

plastic ruler. The relation between the patient’s age and ear length was examined by 

calculating a regression equation. The mean age of the patients was 53.75 years (range 30 - 

93) and the mean ear length was 67.5 mm (range 52.0 - 84.0 mm). The linear regression 

equation was 

                               ear length = 55.9 + 0.22 × age 

What is the use of the regression equation? What are the interpretations of the numbers 55.9 

and 0.22 in the regression equation? Can we conclude that the mean ear size at birth is 55.9 

mm? 

CO2 

Q4 A student scored 0, 90, 88, 96, 92, 88 and 95 in his math quizzes. Answer the following 

questions: 

a) Which score may be considered as an outlier? Use Inter Quartile Range (IQR) method? 

b) Calculate the mean, median and mode with and without the outlier and make a decision as 

to which central tendency better describes a typical central score. 

CO4 

Q5 For a multiple regression model, total sum of square (TSS) = 200 and Error sum of squares 

(ESS) = 50. Calculate the multiple coefficient of determination. 
CO2 

Section B 

(Scan and Upload)                                      (4Qx10M = 40 Marks) 

Q6 The two regression lines were found to be 4X–5Y+33=0 and 20X–9Y–107=0. Find the mean 

values and coefficient of correlation between X and Y. 
CO2 

Q7 For a multiple regression model with 35 observations and 9 independent variables (10 

parameters), SSE = 134 and SSR = 289, state and test the null hypothesis that all of the 

regression parameters are zero at the 0.05 level. Use the following F table for the required 

significance level. 

CO3 



Q8 Regression diagnostics consists of autocorrelation, normality and homoscedasticity conditions 

on the residuals of the regression. Discuss these terms in brief. Assume the following (X,Y) 

data points: 

(1,4), (2,5), (3,7), (3,7), (4,7), (5,9) 

The equation for the best fit line of this data is: Y= X+3. 

Compute the Durbin Watson statistic to find autocorrelation of residuals. 

CO4 

Q9 Discuss the method to compute the coefficient of multiple linear regression with the help of 

an analytical method termed as Normal Equation method. 

OR 

Consider the estimated regression equation: ŷ = 3536 + 1183x1 – 1208x2. Suppose the model 

is changed to reflect the deletion of x2 and the resulting estimated simple linear equation 

becomes ŷ= –10663 + 1386x1. 

a) How should we interpret the meaning of the coefficient on x1 in the estimated simple linear 

regression equation ŷ= –10663 + 1386x1? 

b) How should we interpret the meaning of the coefficient on x1 in the estimated multiple 

regression equation ŷ= 3536 + 1183x1– 1208x2? 

c) Is there any evidence of multicollinearity? What might that evidence be? 

CO1 

SECTION-C 

 (Scan and Upload)                                    (2Qx 20M= 40 Marks) 

Q10 The number of officers on duty in a Delhi and the number of robberies for that day 

are:  

Officers  10 15 16 1 4 6 18 12 14 7 

Robberies 5 2 1 9 7 8 1 5 3 6 

Calculate the regression line for this data, and the residual for the first observation, (10; 5). 

What percentage of variation is explained by the regression line? 

OR 

A study involved comparing the per capita income (in thousands) to the number of medical 

doctors per 10,000 residents. Six small cities in Uttarakhand had the observations: 

Per capita income 8.6 9.3 10.1 8.0 8.3 8.7 

Doctors 9.6 18.5 20.9 10.2 11.4 13.1 

Calculate the regression line for this data. What percentage of variation is explained by the 

regression line? Predict the number of doctors per 10,000 residents in a town with a per capita 

income of 8500. 

CO3 

 

Q11 Consider the table below. It shows three performance measures for five students. Using 

multiple regression, develop a regression equation to predict test score, based on IQ and the 

number of hours that the student studied. 

Test scores IQ Study hours 

100 110 40 

90 90 32 

80 75 28 

70 60 24 

60 50 20 
 

CO2 
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