| Name: <br> Enrolment No: |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| UNIVERSITY OF PETROLEUM AND ENERGY STUDIES Online End Semester Examination, May 2021 |  |  |  |  |  |  |
| Course: B. Tech CSE+AI/ML <br> Program: Introduction to Machine Learning Course Code: CSAI2006 |  |  |  |  | Semester: $\quad$ IV <br> Time $: 03$ hrs. <br> Max. Marks: <br> 100 |  |
| 1. Each Question will carry 5 Marks |  |  |  |  |  |  |
| S. No. |  |  |  |  | Marks | CO |
| Q 1 | Define Machine Learning. Write down five application of it. |  |  |  | 5 | CO1 |
| Q 2 | Discuss Similarity Metrics and Term Weighting. |  |  |  | 5 | CO5 |
| Q 3 | Discuss, how the statistics is important for machine learning. Define mean, median, and mode. |  |  |  | 5 | CO2 |
| Q 4 | Time Point |  | Infosys | TCS | 5 | CO1 |
|  | Jan 2021 | 6 |  | 20 |  |  |
|  | Feb 2021 | 5 |  | 10 |  |  |
|  | March 2021 |  | 4 | 14 |  |  |
|  | April 2021 | 3 |  | 5 |  |  |
|  | May 2021 |  | 2 | 5 |  |  |
|  | It is given the average stock price of Infosys and TCS for five consecutive months. Find it either the stock price are independent to each other or not. |  |  |  |  |  |
| Q 5 | Discuss Vector Space Model in information retrieval system. |  |  |  | 5 | CO5 |
| Q 6 | Discuss R-Squared, Adjusted R-Squared, and Sum Squared Error. |  |  |  | 5 | CO2 |
|  |  |  |  |  |  |  |
| 1. Each question will carry 10 marks <br> 2. Instruction: Write short / brief notes |  |  |  |  |  |  |
| Q 7 | Explain and discuss the architecture and process of information retrieval system for Google Search Engine. |  |  |  | 10 | CO5 |
| Q 8 | Discuss and derive the mathematical proof of logistic regression model. |  |  |  | 10 | CO3 |
| Q 9 |  | X | Y |  | 10 | $\mathrm{CO4}$ |
|  | A | 2 | 6 |  |  |  |
|  | B | 3 | 4 |  |  |  |
|  | C | 3 | 8 |  |  |  |
|  | D | 4 | 7 |  |  |  |
|  | E | 6 | 2 |  |  |  |




## SECTION-C

## 1. Each Question carries 20 Marks.

2. Instruction: Write long answer.
(a) "The support vector machine is highly accurate classification method", justify the statement. Explain the SVM model with the support of equation of hyperplane. List down the kernels name with equation used in SVM model. (10)
(b) Discuss and explain DBSCAN algorithm with advantages and limitations. (10)

OR


| Input |  | Output |
| :--- | :--- | :--- |
| A | B | Z |
| 0 | 0 | 0 |
| 0 | 1 | 1 |
| 1 | 0 | 1 |
| 1 | 1 | 1 |

Learning rate $=0.35$
Biases are $Q \mathrm{x}=\otimes \mathrm{y}=Q \mathrm{z}=0$. Neural Network of above diagram has two nodes (A,B) in the input layer, two nodes in the hidden layer ( $\mathrm{X}, \mathrm{Y}$ ) and one node in the output layer $(Z)$. The values given to weights are taken randomly and will be changed during back propagation iterations. Initial weights of the top input nodes taken at random are 0.4 , 0.1 .Weights of bottom input node are 0.8 and 0.6 . Weights of top hidden node is 0.3 and that of bottom hidden node is 0.9 . Assume the number of iterations are two.

