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values of neighboring cells. The cellular logic array-based framework uses pattern-

directed search and replace techniques and by virtue of its working, it is inherently 

parallel and guarantees speed and precision. Digital images by virtue of its cellular 

automaton type configuration easily fit into cellular logic array processing (CLAP). 

This was the motivation behind using CLAP for obtaining effective and efficient 

results in object detection in video surveillance. The main objective of this research 

work is to design and implement a CLAP based data mining framework for fast, 

effective and accurate object detection in video surveillance system.  

Open Source Computer Vision (OpenCV) and CodeBlocks are used for 

implementing the existing algorithms from scratch. OpenCV is a widely accepted 

cross-platform and open source libraries of C++ for manipulating digital images 

and real-time computer vision. At a later stage, MATLAB is also used to implement 

the existing system and the proposed algorithm as this is easy to use and flexible 

enough for experimenting with various options or modifications in algorithms. The 

CDnet2012 dataset has been used for evaluation and validation of the existing and 

the proposed algorithms. The data set consists of six categories namely baseline, 

camera jitter, dynamic background, intermittent object motion, shadow and thermal 

imagery scenes captured from different types of cameras in different lighting 

conditions, level of noise and compression techniques to throw a challenging test 

environment for evaluation purpose. 

Effectivity and efficiency are two criteria used for measuring the ability of object 

detection algorithms. Effectivity is measured using Recall, Precision, F1 score or 

(F-measure which is harmonic mean of precision and recall) and PSNR metrics 

which are frequently used for the evaluation of effectivity or quality of detection in 

literature. Recall and Precision are two most used metrics for binary classifier but 

often requires a trade-off between themselves because Recall favors methods with 

a low false negative rate and Precision favors methods with a low false positive 

rate. The overall effect of both is represented by an F1 score. All three metrics along 

with Peak-Signal-to-Noise Ratio (PSNR) and Precision-Recall (PR) trade-off 

curves are used to measure the quality of detection. The best trade-off threshold is 
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EXECUTIVE SUMMARY 

There are scores of applications such as hot pursuit of a criminal by law 

enforcement agencies, video record of accidents, automatic parking systems, object 

detection, complying with safety standards in production centres, objects tracking, 

crowd management, real-time monitoring of water logging to manage sewage and 

drainage systems require real-time event management in which an effective 

surveillance technique can achieve better results. The real-time management 

necessitates video surveillance system which detects situations in video flow that 

represent a security threat and trigger an alarm accordingly. Human monitoring and 

analysis of surveillance video are complex and multi-technology processes. 

Especially in the multi-camera environment, it is a very labor-intensive, error-prone 

and costly affair. Widespread use of security cameras and the huge size of data call 

for new frameworks for analyzing video data and image automatically to reduce 

the cost of reviewing and analysis in real time. The current techniques of video data 

mining are slow and inaccurate making these less useful for real-time video 

analytics. Existing video surveillance systems take care of video capture, store, and 

transmission of video to remote places but devoid of efficient threat detection and 

analysis leaving these functions exclusively to human operators for manual 

analysis. Therefore, there is an urgent need for a surveillance system which is fast, 

efficient and accurate.  

Several methods have been proposed for object identification and tracking in video 

data mining literature, but nearly all of these process an image or video sequentially 

either in spatial or frequency domain or both. Cellular logic array-based 

representation of images and processing can inherently parallelize image 

processing techniques. Various image processing techniques have been devised 

using cellular automata but not tested on data mining processes for video 

surveillance purpose. A cellular logic array is a collection of homogeneous cells 

whose values evolve iteratively through a number of discrete steps. The cell values 

are simultaneously updated by a logic or formula involving calculation from the 
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values of neighboring cells. The cellular logic array-based framework uses pattern-

directed search and replace techniques and by virtue of its working, it is inherently 

parallel and guarantees speed and precision. Digital images by virtue of its cellular 

automaton type configuration easily fit into cellular logic array processing (CLAP). 

This was the motivation behind using CLAP for obtaining effective and efficient 

results in object detection in video surveillance. The main objective of this research 

work is to design and implement a CLAP based data mining framework for fast, 

effective and accurate object detection in video surveillance system.  

Open Source Computer Vision (OpenCV) and CodeBlocks are used for 

implementing the existing algorithms from scratch. OpenCV is a widely accepted 

cross-platform and open source libraries of C++ for manipulating digital images 

and real-time computer vision. At a later stage, MATLAB is also used to implement 

the existing system and the proposed algorithm as this is easy to use and flexible 

enough for experimenting with various options or modifications in algorithms. The 

CDnet2012 dataset has been used for evaluation and validation of the existing and 

the proposed algorithms. The data set consists of six categories namely baseline, 

camera jitter, dynamic background, intermittent object motion, shadow and thermal 

imagery scenes captured from different types of cameras in different lighting 

conditions, level of noise and compression techniques to throw a challenging test 

environment for evaluation purpose. 

Effectivity and efficiency are two criteria used for measuring the ability of object 

detection algorithms. Effectivity is measured using Recall, Precision, F1 score or 

(F-measure which is harmonic mean of precision and recall) and PSNR metrics 

which are frequently used for the evaluation of effectivity or quality of detection in 

literature. Recall and Precision are two most used metrics for binary classifier but 

often requires a trade-off between themselves because Recall favors methods with 

a low false negative rate and Precision favors methods with a low false positive 

rate. The overall effect of both is represented by an F1 score. All three metrics along 

with Peak-Signal-to-Noise Ratio (PSNR) and Precision-Recall (PR) trade-off 

curves are used to measure the quality of detection. The best trade-off threshold is 
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selected for each method in each scenario for comparison purpose but algorithms 

are ranked on the basis of visual analysis of P-R curves. PSNR helps in finding the 

level of dissimilarity between extracted motion and corresponding ground truth. Its 

correlation with the F1 score is an additional verification of the outcome. Finally, 

the efficiency of the algorithm is measured by a crude form of absolute time 

measuring i.e. Execution Time. It is measured in seconds or milliseconds on an i3 

3rd generation Pentium 2.4 GHz processor and taken as the average time taken by 

the algorithm in the processing of a single frame. It is averaged over the whole 

range of video sequence except training frames.  

In the primary phase of research, major problems related to object detection in the 

current video surveillance system are identified. A thorough literature survey has 

been done to identify the requirements of video surveillance systems and to 

evaluate the existing techniques for the identification of various factors that 

influence the design of video surveillance framework. The empirical investigation 

on various existing object motion detection techniques of background subtraction 

and background modeling categorizes the present algorithms into two sets based on 

reliability and speed; 1) the highly reliable but complex & time-consuming such as 

Kernel Density Estimation and Histogram Detection and 2) the fast but average on 

reliability algorithms such as Adaptive Mean Background Subtraction (AM BGS) 

and Adaptive Median Background Subtraction (AMD BGS). As fast algorithms are 

only suitable for real-time video surveillance, AM and AMD algorithms are 

selected for making improvement by the application of the CLAP in further 

research.  

In the second step, the key algorithm of object detection is formulated to improve 

AM and AMD by extracting edges using CLAP on the difference of the current 

edge frame and edge map background to mine objects in motion. Edges are the 

most visual parts of a video frame, which are perceived by the human visual system, 

these are extracted from the difference of the current frame and the background 

frame. Then, the edge difference is de-noised and filled up to register the motion 
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part in a frame. Most of edge detection programs work on pixel level by identifying 

the convex region of same gray level intensity and extracting edges by isolating 

pixel having a differing level of intensity by thresholding. Two different images 

may be shot in quite a different setup and they can differ in background intensities 

greatly due to variation in the reflectance, illumination, orientation, and depth of 

scene surfaces necessitating different values of threshold in edge detection process. 

This gives us an idea that instead of fixing a single value for all types of images and 

scenarios or empirically identifying threshold values each time during edge 

detection process; a formula must be devised which is dependent on background 

intensities so that good quality edge detection can materialize every time. A 

mathematical model is presented for this.  

Once the adaptive threshold is conceptualized then edge-based motion detection 

algorithm is implemented using CLAP edge using global as well as the local 

threshold of 16×16 blocks of the image. These algorithms are further quantitatively 

compared with existing edge algorithm such as Sobel and Canny edge methods for 

object detection. Although remarkable results are achieved as compared to other 

standard edge algorithms such as Canny and Sobel, only a little success is achieved 

in a dynamic environment in comparison to basic BGS methods. Adaptive 

thresholding methods (global as well as local) do not improve BGS much in 

comparison to fix thresholding method.  

Subsequently, a new concept of ‘Local Neighborhood Differencing’ (LND) is 

devised to be used in BGS algorithm using CLAP in which average difference 

between current frame and background is computed on 9-pixel neighborhood for 

determining foreground pixel. The CLAP is used to make the whole procedure of 

differencing fast enough for real-time processing. Instead of processing for every 

pixel, which is very slow, the whole frames of the current frame (I) and background 

(B) are shifted one step in all eight directions of a pixel to find the absolute local 

neighborhood difference at once for the whole frame. This processing is similar to 

cellular logic array processing in which every cell value is updating itself by a rule 
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defined over the cell neighborhood. This processing is easily implemented by using 

CLAP processing and it helps greatly in suppressing the false positives (noisy pixel) 

and increasing recall rate. This results in the appreciable improvement of motion 

detection in all scenarios except camera jitter.  

The new framework for data mining for object detection using cellular logic array 

has been designed by considering the specific requirement of video processing and 

the common flaws of the existing techniques. First, suitable algorithms which need 

improvement are identified through a literature survey and empirical evaluation. 

Subsequently, CLAP-EDGE and CLAP-LND methods are formulated and 

implemented. The proposed methods are validated by comparing with existing 

system quantitatively using benchmarked dataset by using popularly used metrics 

such as Recall and Precision. Integrated measures such as F1 score and PSNR are 

used for result validations. Results are also compared with the average time taken 

per frame for determining the suitability of the proposed algorithms in real-time 

surveillance scenario. So, the predefined research objective has been attained by a 

CLAP based novel data mining framework of object detection which improves the 

existing detection algorithms in video surveillance significantly in all scenarios 

except camera jitter. It requires a necessary multi-modal background modeling 

method to reduce noise which can be addressed in future research.  

Keywords: Cellular Logic Array Processing (CLAP), Background Subtraction 

(BGS), Adaptive Mean (AM BGS), Adaptive Median (AMD BGS), Video 

Surveillance, Image Processing, Edge Detection, Local Neighborhood Differencing 

(LND) 
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CHAPTER 1 

OBJECT DETECTION IN VIDEO SURVEILLANCE SYSTEM 

1.1 INTRODUCTION  

Manual monitoring of surveillance cameras is extremely difficult especially in 

multiple and moving cameras environment. It has been identified practically that a 

person can attend multiple screens for only 20 minutes without losing his/her focus 

on the screen (Green, Travis, & Downs, 2014). This shows that manual analysis of 

a huge number of surveillance cameras is quite difficult, costly and erroneous. 

Thus, it becomes necessary to identify methods which are robust, fast and precise 

in tracking objects of interest in a surveillance video. In an automated mode, a 

factual video scene might be clattered by many real-time factors such as lightning, 

shadows, clouds, occlusions and slow or abrupt changes in luminance. The problem 

is further compounded by variation in scale, shape, the position of the object of 

interest making detection and tracking a very difficult and erroneous process. 

Therefore, there is need of methods that can provide photometric and geometric 

invariant detection of objects by fulfilling real-time processing requirements of 

video surveillance systems. 

These days, video surveillance systems are gaining popularity as a cost-effective 

security tool due to new development in technology and cheaper security cameras. 

Surveillance is used to provide security blanket across the target area and to monitor 

activities in real time and to sound the alarm automatically for suspicious activities 

(Dammalapati, Gera, & Gera, 2013). Recorded video is also required to investigate 

past events; locate or trace vehicles, objects or people. Various applications of 

video surveillance system like disaster information and management system, law 
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and order management system, personnel training, criminals, vehicles, and object 

locating system etc. require real-time processing of video streams. Managing real-

time events such as hot pursuit of a criminal by law enforcement agencies, video 

record of accidents, automatic parking systems, object detection, complying with 

safety standards in production centres, objects tracking, crowd management, real-

time monitoring of water logging to manage sewage and drainage systems are some 

of the other applications where better results can be achieved with the help of an 

effective surveillance techniques.  

In real time, video surveillance systems detect situations in video flow that 

represent a security threat and trigger an alarm accordingly. These systems can be 

classified into three types; Operator controlled automated video surveillance and 

intelligent video surveillance systems (Vishwakarma & Agrawal, 2013). In an 

operator controlled surveillance system, the video stream is analyzed manually; a 

person observes the video to determine if there is an on-going activity that requires 

an action. In the second approach, the automated video surveillance system uses 

motion detection techniques to determine response. An intelligent video 

surveillance system is that which extracts the relevant information from generic 

motion accurately and issue actions.  

1.2 MOTIVATION AND NEED OF RESEARCH 

Human monitoring and analysis of surveillance video is a complex and multi-

technology process (Frejlichowski, Gościewska, Forczmański, Nowosielski, & 

Hofman, 2013). Especially in the multi-camera environment, it is a very labor-

intensive, error-prone and costly task (Somhorst, 2012). Widespread use of security 

cameras has made it necessary to come up with a new framework for analyzing 

video data and image automatically to reduce the cost of reviewing and analysis in 

real time. At the same time, business managers have started to look into the mega 

size video data for useful inferences to make the optimum decision for business 

processes improvement which will lead to higher profitability and market capture 

in their business (Hakeem, et al., 2012). As per the annual reports of Seagate 
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Technology (Canfield, 2014), in the near future, more than two-thirds of the top 

companies are thinking to employ video surveillance security systems for 

operations improvement as well as security. HIS Markit@ Technology Inc. 

forecasted that by 2019, each day, video surveillance cameras installed globally, 

will produce 2.5 Exabytes of data (Cropley, 2015). This is a huge data and current 

techniques of video data mining are slow and inaccurate making these less useful 

for real-time video analytic (Venetianer & Deng, 2010). Existing video surveillance 

systems take care about video capture, store, and transmission of video to remote 

places but devoid of efficient threat detection and analysis system leaving these 

functions exclusively to human operators for manual analysis (Elliott, 2010). 

Therefore, there is an urgent need for a surveillance system which is fast, efficient 

and accurate.  

Several methods have been proposed for object identification and tracking in video 

data mining literature (Vijayakumar & Nedunchezhian, 2012). But nearly all of 

these process an image or video sequentially either in spatial or frequency domain 

or both. Cellular logic array-based representation of images and processing can 

inherently parallelize image processing techniques (Rajan, 1993). Till now, image 

processing techniques have been implemented using cellular automata but not 

tested on data mining processes for video surveillance purpose. The problem of 

object identification is mapped to the cellular logic array by representing images or 

video frames as cellular automata and then rules are defined to modify these 

representations using various basic algorithms such as thinning, edge detection, 

registration, image erosion and dilation in order to process video streams (Rajan, 

1993). Automatic video surveillance system has its own peculiar requirement of 

speed and robustness, especially for real-time analysis. Therefore, this research 

work strives to propose and implement a cellular logic array based data mining 

framework for fast, effective and accurate object detection in video surveillance 

system. 
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1.3 VIDEO SURVEILLANCE SYSTEM ARCHITECTURE 

A Video surveillance system is comprised of scores of cameras to capture video, 

recording system to store video and a common channel for fast connectivity 

between different modules and to distribute the video feeds to central monitoring 

locations (Somhorst, 2012). It also requires high capacity servers to store the video 

streams and analyze these streams to raise alarms for suspicious activities and 

recognition of people and objects. A surveillance system also contains a mechanism 

to broadcast video-derived intelligence to managers. A good video system should 

have an ability to integrate video feeds (real video) with other sources of 

intelligence such as communication intercepts and primarily human intelligence 

(logical video) (United States Patent No. US8773532B2, 2014).  

Video Surveillance which is used to monitor people, vehicles, equipment, and event 

of interest remotely, comprises several components from video capturing to video 

processing and analysis to presentation with the following sequenced stages; video 

capture module, video stream selection, video processing and measurement and 

finally visualization (Borges, Conci, & Cavallaro, 2013). In general, the processing 

framework of an automated video surveillance system includes the following 

stages:  

1. Video Capture Module 

2. Video Selection Module 

3. Video Processing Module 

4. Human Machine Interface Module. 

Video capture and selection modules are responsible for streaming the desired 

frames of video for treating into processing module. Video selection module can 

convert multiple streams from multiple cameras into a single stream by employing 

a fuzzy-based selection methodology (Morioka, Kovacs, Joo-Ho, & Korondi, 

2010). It can be decided on the basis of several parameters such as distance, 



 

5 | P a g e  

 

illumination, accuracy etc. Video processing module is related to digital image 

processing techniques such as object identification and tracking methods (Honghai, 

Shengyong, & Naoyuki, 2013). This module processes video frames automatically 

and helps in detecting objects (peoples, equipment, vehicles) and event of interest 

for security purposes.  

The proposed video surveillance system architecture is shown in Fig. 1-1. Thin line 

shows control structure while thick arrow signifies data streaming. Except for 

Video capture module, all other three modules are working under the framework of 

Logical Video Processing system. The algorithms employed in this system will be 

developed using cellular logic array framework that uses pattern-directed Search 

and Replace (SAR) techniques and by its working, it is inherently parallel, and 

therefore, it guarantees speed and precision.  

 

 

Fig. 1-1: The Proposed Architecture of CLAP based object detection 

1.4 CELLULAR LOGIC ARRAY PROCESSING 

The Cellular automaton was discovered by Neumann and Ulam in the 1950s but 

was made popular by Conway’s “Game of Life” and Wolfram’s paper, “Statistical 

mechanics of cellular automata”.  The cellular automaton is simple and 

straightforward. In the simplest form, it is an array of cells that update the 
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homogeneous value in the cells simultaneously by following simple and local 

updating rules. Each cell value also called state of the cell is affected by the state 

of its neighborhood cells and greatly mimic natural phenomena. Although nature is 

continuous and so its event, the artificial cellular automaton which is implemented 

in discrete states in iterative mode can effectively simulate natural phenomenon and 

other problems which can be adapted in cellular automata configuration. A discrete 

state of the cellular array is called configuration. One of the greatest property of 

cellular automata is that they are self-organizing. Local neighborhood’s effect is 

translated into a global phenomenon and can emulate the complex natural 

organizations. Different Components of Cellular Automaton include Lattice 

network of cells; number of cells; Shape of lattice (square, hexagonal etc.); 

dimension (single to multi-dimension); neighborhood depends on dimension and 

level of processing (popular neighborhoods are 3-neighborhood in single 

dimension, 5 and 9-neighborhood in two dimensions, 27-neighborhood in 3-

dimensions).  

Cellular Logic Array processing (CLAP) is based on cellular automata which are 

homogeneous structures or iterative cells of poly-dimensions. In cellular automata, 

each cell can have a finite state and a neighborhood defined by the number of cells 

it surrounds. Initially, at time t=0, a state is assigned randomly or seeded to each of 

cells and then a new generation of cells are evolved by following some rules which 

are homogeneous and exploits parallelism and local in nature. All cell states are 

updated by the same set of rules. Typically, the updating rule is same for each cell 

and does not change over time, and is applied to the whole grid simultaneously. 

Therefore, CLAP is essentially a computer algorithm that exhibits discreteness in 

space and time and operates on arrays of elements. The concept was applied to 

scores of applications in which time and space can be easily divided 

homogeneously. Image or video processing is one of such applications (Rajan, 

1993) where the image is assumed as 2D-cellular automata and each pixel’s value 

is updated using some updating rule. The type and extent of the neighborhood with 

updating rule define the application of image processing. Normally, the range of 
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neighborhood is taken as n × n with processing pixel taken as a central element 

where n is usually an odd number for providing symmetry to operation. The 

working on cellular automata is shown in Algorithm 1-1. 

Step 1: Seed initial configuration (Initialize cells by some initial values- 

specific or random depends on application) 

Step 2: For each cell, calculate next state based on the current states of its 

neighbors. 

Step 3: Simultaneously update all cells  

Step 4: Go to step 2 until a stopping criterion is reached. (Stopping criterion 

may be some specific state or simply number of iterations) 

Algorithm 1-1: Working of Cellular Automata 

1.4.1 Applications of Cellular Automata  

Cellular Automata models are easy to implement and fast, making them suitable 

for scores of application in physics, astronomy, biology and computer science. 

These are able to emulate many physical phenomena accurately. In computer 

science, besides image processing, these are being actively used for information 

security, encryption, simulating complex biological phenomenon such as honey bee 

work organization, genetic algorithm, neural network excitation which are further 

used to solve the complex problem of infinite search space.  

1.4.2 Cellular Automata based Framework 

The problem of object detection can be mapped to the cellular logic array by 

representing images or video frames as cellular automata and rules to modify these 

representations will be taken from various basic algorithms such as thinning, edge 

detection, registration, image erosion and dilation in order to process video streams. 

For better understanding the working of cellular automata or logic cellular array, a 
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framework is given in  Fig. 1-2: The proposed framework of the moving edge 

detection method to elucidate the process of moving edge detection from a 

sequence of video which is also used in our research work. 

Initially, N number of frames are used for preparing a background image. Cellular 

logic array based edge detection is used to find the initial edge background image 

which is later updated and maintained regularly by new edge image frames. Edge-

based background modeling generates reference edge image which is used to detect 

moving edges. These moving edges are post-processed to find moving objects. A 

detailed method of object detection using edges’ map is given in (Ramirez-Rivera, 

Murshed, & Chae, 2011). As this method uses a cellular logic array in edge 

Current Frame Edge 

Image 

Reference Edge Image 

Initial Background Initialization by 

Applying Basic Filtering on N frames 

Initial Background Image 

Edge based Background Modeling 
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….... 
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Fig. 1-2: The proposed framework of the moving edge detection 

method 
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detection and post-processing activities, it is faster and more robust than the 

existing methods. 

1.5 VIDEO DATA MINING TECHNIQUES 

Video data mining is a process which automatically extracts content and discovers 

patterns of the structure of the video, features of moving objects, spatial or temporal 

correlations of those features, objects activities, video events, etc. from vast 

amounts of video data. Video data mining can be classified in pattern detection, 

video clustering and classification and video association mining (Vijayakumar & 

Nedunchezhian, 2012). In case of images and frames of videos, the logic array of 

elements are image pixels which are processed by many digital image processing 

techniques such as motion/object detection, object classification, object tracking 

(Parekh, Thakore, & Jaliya, 2014). Video Data-mining means to unravel and 

explore knowledge from the video database. Consequently, these approaches can 

be divided into the following classifications:  

1.5.1 Video Structure and Pattern Mining of Data 

It is related to the syntactic level arrangement of information which is used to 

uncover the patterns in the video content. These patterns are further used to infer 

knowledge and decision making in related applications. It is an important step in 

machine learning and data analytics. Video structure mining is to ascertain the 

structure and patterns in the content for fast access to data from video streams while 

scene clustering and event mining are related to semantic knowledge which is used 

for video analytics.  

1.5.2 Video Clustering and Classification  

Clustering is an unsupervised activity which divides video data into different 

categories to assist in event identification, video compression, video indexing, 

video surveillance etc. In video surveillance systems, the identification of patterns 

and groups of moving objects support clustering analysis. This semantic 
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representation leads to efficient indexing and browsing of video database.  On the 

other side, classification techniques which organize video into already established 

categories. Rule-based classification techniques use the domain knowledge to 

semantic classification. Statistical approaches are also used to bridge the semantic 

gap for machine learning and creating inferences.  

1.5.3 Video Association Mining  

The two-steps process of establishing associations in the video is called Video 

association mining. In the first step, the video is segmented by using common 

features. The second step mine association among different segments to extracts 

knowledge which can be used for analytics and rule inference for further 

processing.  

1.5.4 Video Motion Mining  

A motion in a video represents temporal inconsistency of a pixel value in the video 

frames. Accurately identifying a motion is key to the success of object tracking and 

analysis. Motion can be of different types based on scene motion and camera 

motion (static/dynamic).  These variations in setup give out a whole range of 

scenario. It is always difficult to suggest a single object motion detection method 

but we can suggest some optimum algorithms which work on nearly all type 

scenarios.  

1.6 OBJECT MOTION DETECTION METHODS  

In video streams, objects are identified either through features or using motion 

information. Temporal analysis of a pixel provides motion information over a 

period of time. A stable temporary history of a pixel suggests it to be a part of the 

background and frequent change in the value of a pixel hints toward some kind of 

motion and is suitable to be part of the motion and active object. A number of 

methods have been devised by researchers to detect objects from a video sequence. 

Literature broadly classifies object detection techniques into four approaches: 
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Background Subtraction, Temporal differencing, Statistical Approaches, Optical 

Flow. Background subtraction as the name suggests subtract the current image from 

a reference background and is the most commonly used scheme for object detection 

in static scenes (McIvor, 2000). The difference is thresholded to classify a pixel as 

foreground. The constructing of the reference background image is called as 

background modeling.  The reference image is continuously updated to adapt the 

changes in dynamic background. In the temporal differencing scheme, the 

difference between consecutive frames is thresholded to categorize moving object 

detection in video streams. Although it is an adaptive method, it is highly 

susceptible to noise and highly dependent on frame rate. The third approach is 

statistical based object detection in which every pixel temporal history is utilized 

to predict the current value of the pixel to model the current background and finally, 

the motion is detected using subtraction with threshold method. The statistical 

methods provide better detection results but these are very slow in processing 

(Zhang, Tian, Yang, & Zhu, 2009). The fourth method is based on the optical flow 

of moving objects to detect an object in motion in video streams. Velocity and 

direction of every pixel are computed to predict the current value to detect object 

motion in the video even using a moving camera or moving background. Optical 

flow methods require very high computing and mostly not suitable for real-time 

video surveillance. 

Object detection in the video is analogous to finding moving regions in the frames. 

In any frame every pixel is classified either as a foreground region, depicting 

objects in motion or as a background pixel which is immovable. Therefore, motion 

detection or moving object detection algorithm starts with segmentation of the 

moving part from the immobile part of frame i.e. Current Frame (I) is subtracted 

from Background Frame (B) of the scene. The I is taken when there is no movement 

in the scene or it is static. In the ideal case, this absolute difference when converted 

into binary value will give the whole movement in I but there is always the presence 

of noise in-camera picture. The jitter of the camera also introduces some noise in 

the scene. So, this difference is classified as the threshold with some value, to avoid 
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noise and jitter in the difference or motion frame (M) (Benezeth, Jodoin, Emile, 

Laurent, & Rosenberger, 2008). The value of a pixel in motion frame at time t can 

be given as 

𝑀𝑡(𝑥, 𝑦) = {
1  𝑖𝑓𝑓  |𝐼𝑡(𝑥, 𝑦) − 𝐵(𝑥, 𝑦)| ≥ 𝛵ℎ
0                                   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   Eqn. (1-1) 

Where t subscript denotes tth frame, (x, y) is the position of a pixel in frames, 𝐼𝑡 is 

the Current Frame and 𝛵ℎ is a threshold value generally derived empirically. 

The B, ideally, should be time invariant but due to introduction of several 

photometric or geometric variations in scene or objects in due course of time, the 

background image must be frequently adapted to the changed circumstances; 

otherwise the method will fail to find actual movements of objects in the scene. So 

an up-to-date copy of background must be maintained and adapted regularly to 

restrict the number of false positives in detection and equation can be rewritten as  

𝑀𝑡(𝑥, 𝑦) = {
1  𝑖𝑓𝑓  |𝐼𝑡(𝑥, 𝑦) − 𝐵𝑡(𝑥, 𝑦)| ≥ 𝛵
0                                    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  Eqn. (1-2) 

Where 𝐵𝑡 is the current background which is to be used in finding 𝑀𝑡. 

Above system is fast but its performance mainly depends on the selection of 

background frame which is also called reference frame. Modeling of this reference 

image holds the key of this algorithm. In summary, the above algorithm can be 

divided into following steps: 

 Step1: Background initialization  

 Step2: Background modeling or background maintenance 

 Step3: Foreground detection  

Background initialization may be the first frame or averaging of several initials 

frame. A good background frame results in the early convergence of background 

model (Colombari & Fusiello, 2010). Once background model is initialized 
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properly then it is regularly updated and maintained to cope up with the problem of 

slow or abrupt light variation, shadows, the velocity of object motion, occlusions, 

ghost objects in scene etc. (Lee & Hedley, 2002). Finally, pixels which vary more 

than a threshold value in the absolute difference of current frame and background 

model is classified as foreground pixel and is a part of the object in motion. In many 

variations of background subtraction method defined in the literature, step 1 and 3 

described above remain same.  

 

Fig. 1-3: Different Object Detection Methods 

The author in the article (Bouwmans, 2014) classified different schemes of 

background modeling into five categories; i) Basic Background Modeling, ii) 

Statistical Background Modeling, iii) Background Modeling via Clustering, iv) 

Machine Learning Techniques and v) Background Estimation. These are depicted 

in Fig. 1-3. Some of these methods of object detection are explained below: 
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1.6.1 Basic Methods 

 Frame Differencing:  

Most logical and simplest method used for motion detection in a frame is “Frame 

Differencing” (FD) in which the current frame 𝐼𝑡  is subtracted pixel by pixel from 

the previous frame 𝐼𝑡−1 (Mingwu & Han, 2005). The difference is recognized as a 

threshold to avoid noise effect according to the following equation:  

𝑀𝑡(𝑥, 𝑦) = {
1  𝑖𝑓𝑓  |𝐼𝑡(𝑥, 𝑦) − 𝐼𝑡−1(𝑥, 𝑦)| ≥ 𝛵ℎ
0                                          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  Eqn. (1-3) 

FD is also called “Temporal Difference”, as the 𝑡th frame is subtracted from (𝑡 −

1)th frame. The method is simple but it may be possible that an image has been 

moving in previous frames before (t-1) time but not moving in (t-1) frame then it 

will not be detected. So, this method may not be able to acquire the entire target 

when applied directly. Further, it is highly sensitive to video frame rate, the speed 

of the objects in scene and threshold value. Higher motion may require larger 

threshold. Although frame differencing is useful in video compression where 

minimum change is required to construct a current frame from the previous frame 

requiring less memory space only to store subsequent frames, its utility in object 

detection is limited. To avoid these problems, usually, a special method of frame 

differencing is used that is called background subtraction method. Background 

modeling with Histogram:  

Some authors have used temporal history of the pixel to decide about the most 

likely intensity value it can acquire in the next phase in order to generate a BF (Kuo, 

Chang, & Wang, 2009) (Jiang & Zhao, 2012) but huge memory consumption has 

restricted its use. In another method of histogram based detection, the temporal 

history of pixels is divided into several bins by identifying a probability of 

membership to every bin. A new pixel value is matched with corresponding bin and 

is classified as foreground pixel when the probability of the bin is less than a 

threshold.  
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1.6.2 Basic Statistical Background Modeling schemes: 

 Background Modeling with Average filter:  

In this scheme, background image is taken as average of N preceding frames (PF) 

and background BF can be represented as 

𝐵𝑡(𝑥, 𝑦) =
1

𝑁
∑ 𝐼𝑡−𝑖(𝑥, 𝑦)𝑁

𝑖=1      Eqn. (1-4) 

Although it is very fast, it requires storing of ‘N’ frames at each execution and 

consumes lot of memory. The value of N depends on video frame rate and object 

motion speed. Large value of N increases accuracy but is a burden on memory; 

therefore, a compromise is made by adopting a running average method in which 

current background is modelled as a weighted sum of previous background and 

previous frame (Cheng, Huang, & Ruan, 2010). This scheme is also called Adaptive 

Mean Method (AM) and can be represented as follows: 

𝐵𝑡+1(𝑥, 𝑦) = 𝛼𝐼𝑡(𝑥, 𝑦) + (1 − 𝛼)𝐵𝑡(𝑥, 𝑦)   Eqn. (1-5) 

Where α is called the learning rate of background model and usually decided 

empirically. 

A new approach of pixel selectivity is also used in the article (Cucchiara & Gualdi, 

Mobile video surveillance systems: An architectural overview, 2010), in which 

every pixel is marked either foreground or background to avoid the foreground 

pixels to become a part of background model (Cucchiara, Grana, Piccardi, & Prati, 

2003) (Yan, Yu, Zhu, Lei, & Li, 2015). Once a pixel is marked foreground then it 

is not updated with Eqn. 1-5.  

 Background modeling with median filter:  

As the name suggests, instead of taking the average, the median of previous N 

frames is used to construct background image (McFarlane & Schofield, 1995). 

𝐵𝑡(𝑥, 𝑦) = 𝑀𝑒𝑑𝑖=1
𝑁 (𝐼𝑡−𝑖(𝑥, 𝑦))    Eqn. (1-6) 
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Subsequently, the background image is updated in the following manner: 

𝐵𝑡+1(𝑥, 𝑦) =  {
𝐵𝑡(𝑥, 𝑦) + 1 𝑖𝑓𝑓  𝐼𝑡(𝑥, 𝑦)−𝐵𝑡(𝑥, 𝑦) > 0

𝐵𝑡(𝑥, 𝑦) − 1 𝑖𝑓𝑓 𝐼𝑡(𝑥, 𝑦)−𝐵𝑡(𝑥, 𝑦) < 0
 Eqn. (1-7) 

The median filter based method also called Adaptive Median Method (AMD) 

improves performance a bit as compared to mean filter in the form of less blurred 

intensities in foreground detection but still it can’t handle the dynamicity of 

background properly. It also fails to detect properly slow moving objects. Further, 

sophisticated algorithms are proposed in the literature for this purpose (Ching, 

Cheung, & Chandrika, 2004). 

1.6.3 Parametric Statistical methods for Background Modeling 

As we have seen above, basic methods are fast but these are inefficient to handle 

peculiar requirement of the real world as they are unable to handle too slow and too 

fast motion of objects, abrupt changes in illumination, shadow, repetitive motions 

in the clutter and occlusions. Their global and constant thresholds also make them 

insufficient for challenging real-world problems. For proper modeling of 

background, the parametric statistical methods aim to understand the dynamicity of 

each pixel in the scene. 

 Background modeling with single Gaussian filter:  

In this method, intensity history of a pixel is assumed to vary with a Gaussian 

Probability Distribution Function (PDF) with mean µ and deviation σ (Wren, 

Azarbayejani, Darrell, & Pentland, 1997). Therefore, in a grey scale image 

sequence the probability density of the intensity value 𝐼𝑡 of a pixel (x, y) caused by 

an object can be expressed as a Gaussian function with mean µ𝑡 and standard 

deviation 𝜎𝑡 can be given as: 

(𝐼𝑡|µ𝑡, 𝜎𝑡) =
1

√2𝜋𝜎𝑡
2

𝑒
−

(𝐼𝑡(𝑥,𝑦)−𝑢𝑡(𝑥,𝑦))
2

2𝜎𝑡
2     Eqn. (1-8) 
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Hence, Gaussian weights are used on temporal intensity values of a pixel while 

deriving a background instead of equal weights as in the case of the mean filter. 

The value of µ and σ are derived iteratively with the help of running averages to 

save memory by the following equations. 

𝐵𝑡+1(𝑥, 𝑦) = 𝑢𝑡+1(𝑥, 𝑦) =  𝛼𝐼𝑡(𝑥, 𝑦) + (1 − 𝛼)𝑢𝑡(𝑥, 𝑦)  Eqn. (1-9) 

𝜎𝑡+1
2 (𝑥, 𝑦) =  𝛼(𝐼𝑡(𝑥, 𝑦) − 𝑢𝑡(𝑥, 𝑦))

2
+  (1 − 𝛼)𝜎𝑡

2(𝑥, 𝑦)  Eqn. (1-10) 

Finally, foreground or motion frame is derived using equation. 

𝑀𝑡(𝑥, 𝑦) = {
1  𝑖𝑓𝑓  |𝐼𝑡(𝑥, 𝑦) − 𝑢𝑡(𝑥, 𝑦)| > 𝐾𝜎
0                                       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  Eqn. (1-11) 

Where K is a free threshold value and usually taken within a range of 1.5 to 2.5. A 

large K may accommodate more dynamic background while a small value of K 

may be required when there are subtle changes in the background.  

Single Gaussian method can handle effectively background modeling from the 

scene where illumination is constant or gradual changing (in case of transition of 

day into night and vice versa), suggesting a single Gaussian PDF for a pixel value 

over time but in reality illumination may change abruptly (in case of switching a 

light on off in a room) which require a multimodal PDF. This necessitates 

background modeling with multiple Gaussian PDFs. 

 Background modeling with Mixture of Gaussian filter:  

Stauffer and Grimson (Stauffer & Grimson, 2000) argued that single Gaussian 

model fails to address the multi-modal history of a pixel and fails to extract 

foreground pixels in the highly dynamic background scene. The single Gaussian 

method also failed to adapt background model in case of an abrupt change in 

lighting condition of a scene. Therefore, they proposed to model a pixel history 

with a mixture of Gaussian (MOG) distribution. In this method values of a 

particular pixel (x, y) over time t frames can be modeled by a mixture of k Gaussian 

distributions (Value of k is usually from 3 to 5) by the following way: 
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𝑃(𝐼𝑡) = ∑ 𝜔𝑖 ∗ 𝜂𝑖(𝐼𝑡|𝜇𝑖,𝑡 , 𝜎𝑖,𝑡)𝑘
𝑖=1     Eqn. (1-12) 

Where 𝜔𝑖 is the weight assigned to ith Gaussian, 𝜂𝑖  is ith Gaussian distribution with 

mean 𝜇𝑖,𝑡 and standard deviation 𝜎𝑖,𝑡 and is given as   

𝜂𝑖(𝐼𝑡|𝜇𝑖,𝑡, 𝜎𝑖,𝑡) =
1

√(2𝜋)𝜎𝑖,𝑡
2

𝑒
−

(𝐼𝑡−𝜇𝑖,𝑡)
2

2𝜎𝑖,𝑡
2

    Eqn. (1-13) 

If pixel’s new value 𝐼𝑡 has a match with one of the distribution within K𝜎𝑖,𝑡  then it 

is marked as background pixel: 

𝐵𝑡(𝑥, 𝑦) = {
1  𝑖𝑓𝑓  |𝐼𝑡(𝑥, 𝑦) − 𝑢𝑡(𝑥, 𝑦)| ≤ 𝐾𝜎
0                                       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   Eqn. (1-14) 

where K is 2.5 and matching distribution mean and the standard deviation is 

updated as per the running average method: 

𝜇𝑖,𝑡+1 = (1 −  𝜌). 𝜇𝑖,𝑡 + 𝜌. 𝐼𝑡+1    Eqn. (1-15) 

and 

𝜎𝑖,𝑡+1 = √(1 −  𝜌). 𝜎𝑖,𝑡
2 + 𝜌. (𝐼𝑡+1 − 𝜇𝑖,𝑡+1)

2
   Eqn. (1-16)  

where 𝜌 = 𝛼. 𝜂𝑖(𝐼𝑡|𝜇𝑖,𝑡, 𝜎𝑖,𝑡) and α is learning rate 

Weight 𝜔𝑖 assigned to ith Gaussian is updated in the following manner: 

𝜔𝑖,𝑡+1 = (1 −  𝛼). 𝜔𝑖,𝑡 + 𝛼. 𝑀𝑖,𝑡+1    Eqn. (1-17) 

Where 𝑀𝑖,𝑡+1 is 1 for a matching Gaussian distribution and 0 for others. Weights 

are normalized each time after every iteration and their sum is made equal to 1.  

If 𝐼𝑡 is not matching to any of the k Gaussians following above criterion then pithe 

xel is marked as foreground pixel and a new distribution having mean as  

𝑢𝑖,𝑡+1=𝐼𝑡  and a prefixed high variance and very small weight is initialized and 

replaced with the least probably distribution having lowest ratio of  
𝜔𝑖,𝑡+1

𝜎𝑖,𝑡+1
⁄  

for the pixel. The MOG has better adaptability to the complex requirement of video 
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surveillance, but due to its complex computation, it is slow and may not able to 

meet real-time needs. 

1.6.4 Non-parametric Statistical Background modeling  

In “non-parametric” modeling of background, a sample of temporal intensity values 

for each pixel in the image is used to estimate the density function of the pixel 

intensity. The probability of any newly observed intensity value of the pixel is used 

to classify it into background or foreground pixel.  

 Kernel Density Estimation:   

A very popular method of non-parametric density estimation is kernel density 

estimation (KDE) in which given a sample data set of size N, the probability of a 

pixel value to be x at time t is given by  

𝑝𝑘𝑑𝑒(𝑥𝑡) =
1

𝑁ℎ𝐷
∑ 𝐾 (

𝑥𝑡−𝑥𝑖

ℎ
)𝑁

𝑖=1      Eqn. (1-18) 

where K is called kernel function, N is the total number of recent sample points in 

D dimension which are updated recursively to update the model and h is called the 

bandwidth of kernel function which controls the smoothing of distribution 

(Elgammal, Duraiswami, Harwood, & Davis, 2002). A kernel function should 

fulfill the following properties: 

𝐾(𝑥) ≥ 0,  

∫ 𝐾(𝑥). 𝑑𝑥 = 1 

K(x) should be Symmetric 

Many types of kernel functions considered in the past for object detection are 

uniform, Gaussian, quartic, triangular, Epnechnikov, cosine etc. (Soh, Hae, 

Mehmood, Hadi Ashraf, & Kim, 2013). A uniform kernel function is given by 

𝐾(𝑢) = {
1 𝑓𝑜𝑟 |𝑢𝑗| <

1

2
 ∀ 𝑗 = 1 … 𝐷

0                            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
   Eqn. (1-19) 



 

20 | P a g e  

 

This kernel is also known as Parzen window with a volume ℎ𝐷  in which equal 

weights are assumed for all the points considered in window function. This is called 

uniform distribution of weights in kernel function. The performance of KDE 

depends only on bandwidth ℎ which if taken as a large value, will reduce the 

differences among the estimates of 𝑝𝑘𝑑𝑒(𝑥𝑡)  and p(x)  for different data sets, but 

will increase the bias of 𝑝𝑘𝑑𝑒(𝑥𝑡) with respect to the true density p(x). A small 

value of h will effect distribution in opposite manner. Its value is generally taken to 

minimize the integral squared error.  

ℎ𝑀𝐼𝑆𝐸 = arg min {𝐸 |∫〖 (𝑝𝑘𝑑𝑒(𝑥) −〗𝑝(𝑥))
2

 . 𝑑𝑥|}  Eqn. (1-20) 

Temporal histogram of a pixel is also density function with bandwidth h=1 but it 

has several drawbacks such as discontinuities of density, the curse of 

dimensionality etc. Elgammal et. al. (Elgammal, Duraiswami, Harwood, & Davis, 

2002) used the median of the difference of consecutive frames over a sample size 

N as the bandwidth of their kernel to suppress the local-in-time movement of 

background. They also devised a method for suppression of false detection of 

objects by suggesting a displacement probability for a pixel and its connected 

region. These probabilities are recognized as the threshold for foreground 

identification. They have demonstrated that KDE is efficient in color modeling to 

avoid shadows and occlusions. The performance of KDE and MOG is stated to be 

almost similar in addressing the multimodal background and KDE has the 

advantage of not requiring any pre-knowledge about the number of mixtures in 

Gaussians but KDE consumes more memory than MOG. 

 Background modeling with Support vector machines:  

Support vector machines (SVM) are the supervised learning methods which are 

used in the linear or non-linear classification of data using advanced kernels for 

avoiding overfitting and underfitting of data. Several researchers have tried to use 

SVM for object detection by extracting features of pixels and then classifying them 

in background or foreground pixel. Junejo et. al. (Junejo, Bhutta, & Foroosh, 2011)  



 

21 | P a g e  

 

used the optical flow of scene between two consecutive frames to regenerate unique 

features of the pixel by defining entropy, energy, and inertia related to the pixel. 

After that, they used SVM for classifying each pixel into background or foreground 

with the help of these features. The proposed method has been stated to present the 

excellent result on fountain sequence when compared with MOG but optical flow 

distribution is slow and largely not very reliable and accurate due to its sensitivity 

to noise, lighting, shadow, and occlusion. Miezianko and Pokrajac (Miezianko & 

Pokrajac, 2008) used SVM method to classify objects based on color, size, and 

shape. 

 Background modeling with Principal Component Analysis:   

Principal Component Analysis (PCA) is a statistical tool for orthogonal 

transformation of related data into linearly uncorrelated data. The transformation 

arranges principal components in a decreasing variance order and each component, 

being the eigenvector of the covariance matrix, is orthogonal to other components. 

Zhang et. al. (Zhang, Tian, Yang, & Zhu, 2009) analyzed the principal components 

of three consecutive frames extracted from the video stream for background and 

foreground classification. They found that the second component reveals most of 

the foreground or moving object information by suppressing most of the 

background. This component was used for generating and updating background by 

the procedure of ‘top-hat’ and ‘bottom-hat’ transformation. PCA is sensitive to the 

relative scaling of the original variables.  

1.6.5 Background Modeling using clustering 

 K-means clustering based background modeling: 

 Background modeling of a pixel can be achieved by classifying historical values 

of the pixel into k clusters (number of clusters, k, greatly varies with the type of 

scene) according to the behavior of its past history and similarity (Li, He, & Wang, 

2008). The popular K-means algorithm has been used for this purpose. In this 

scheme, each cluster is parameterized with a weight 𝑤𝑖,  mean 𝑢𝑖. Weight of a 
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cluster is pea rcentage of membership it acquired in the past history. A cluster is 

classified as part of background when its weight crosses a certain threshold Ta. 

Once threshold weighted clusters define background about a pixel, then foreground 

segmentation can be done in the following manner.  

The pixel value in the new incoming frame is matched with all the previously 

defined K clusters’ mean values related to the pixel. If the minimum distance value 

is within a certain threshold limit Tb, then the current value is made a member of 

the shortest distanced cluster. The mean and weight of clusters are updated by the 

following equations: 

𝑢𝑖,𝑡+1 = (𝑚𝑖,𝑡 × 𝑢𝑖,𝑡 + 𝐼𝑡)/(𝑚𝑖,𝑡 + 1)  Eqn. (1-21) 

𝑤𝑖,𝑡+1 =
(𝑚𝑖,𝑡+1)

𝑁
     Eqn. (1-22) 

 Where 𝑚𝑖,𝑡 is dega ree of membership of ith cluster at time t, 𝐼𝑡  is the current value 

of pixel and N is the total number of frames participated in clustering. Other clusters 

mean value will remain same but their weight will lessen as per their membership 

proportion which may rule out them from background modeling. 

If the minimum distance exceeds the threshold limit Tb then a lowest weighted 

cluster is replaced with a new mean as the current value of the pixel and low weight 

(equivalent to a single member cluster) so that in case newly acquired foreground 

value remains static in future frames, it may gradually become a part of the 

background.  

The procedure defined above is similar to MOG method, where the history of a 

particular pixel is assumed to imitate one of the Gaussians assumed in the initial 

phase. The K-means method is more robust because instead of assumptions it 

divides historical data into linearly separable segments. Although the standard K-

means algorithm is a fast and easy technique of data clustering, it is a stochastic 

method and gets trapped in local minima. Final results of K-means method are not 

deterministic and greatly depends on the goodness of its initialization of centers in 

the first iteration which is done in a random fashion. Authors in (Kumar & 
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Sureshkumar, 2013) tried to find out a solution to this problem by manual seeding 

in K-means method. Here, instead of randomly choosing a hypothetical center for 

each cluster and then assigning memberships based on proximity, clusters are 

formed selectively by assigning membership manually in the first iteration based 

on the method of maximizing inter-cluster distance and minimizing intra-cluster 

distance. Once the initial membership of each cluster is defined then the standard 

K-means method is used for further clustering. Authors have reported better result 

by following the modified K-means method. Another problem with K-means 

clustering is with prefixing a number of clusters which model background scene 

but no one has paid attention to this problem. 

 Basic Sequential Clustering (BSC) based Background Modeling:  

Another clustering based method of background subtraction is BSC method in 

which instead of clustering at once from the collected data like in K-means 

clustering, online clustering is used where each pixel history is clustered right from 

the start of the first frame. Any new value of pixel is matched with centres of 

existing clusters by taking a minimum threshold distance (The number of allowed 

clusters is prefixed), if it matches, then the pixel’s current value becomes a member 

of the matched cluster by increasing cluster’s weight and modifying its mean and 

variance accordingly (Li, He, & Wang, 2008). Clusters that exceeds a weight 

threshold become the part of background modeling. If pixel’s value does not match 

with any existing cluster within a range of threshold, the pixel is classified as a 

foreground pixel. Along with this, a new cluster is also initiated with the pixel’s 

current value becoming its first member and assigning a very small weight and high 

variance to the new cluster. Xiao (Xiao, 2008) presented an improved BSC by 

adding the concept of merging of two or more similar clusters and reassignment 

scheme to avoid the problem of ordering syndrome with the general algorithm.  
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 Background Subtraction Method Using Codebook (CB):  

A CB is a quantized representation of historical values of a pixel. For background 

modeling, every pixel creates a CB containing quantized values named as code 

words (CWs) with their intensity bounds, frequency, and access information. A 

pixel is classified as foreground or background based on color distance and 

intensity bound. If the present value is within a threshold distance with a code word 

and within intensity bound, then it is termed as a background pixel. CB of each 

pixel is used to find the latest usage and highest usage interval to determine the 

relevance of CW in background modeling. This information is also used to 

eliminate the redundant code words to obtain the refined initial codebook that can 

best represent the actual background (Kim, Chalidabhongse, Harwood, & Davis, 

Background Modeling and Subtraction by Codebook Construction, 2004). CW that 

occurs less than half of sampled frames is eliminated from codebooks for 

background modeling. Badal et. al.  (Badal, Nain, Ahmed, & Sharma, 2015) 

proposed a modified codebook to address the problem of ghost regions in the 

background model. A ghost is a region in an image which is created when a 

temporary and stationary object moves in the background. In this method, CWs 

which used to be deleted due to non-usage for a longer period are retained for 

further use and this led to effective ghost elimination. 

1.6.6 Machine learning based Background Modeling:  

 Background Modeling using Neural Networks: 

Machine learning based motion detection methods used SVM and artificial neural 

networks (ANN) to classify a motion pixel. The SVM and ANN parameters are 

learned during a training session to initialize the background model (Lin, Liu, & 

Chuang, 2002). Maddalena and Petrosino (Maddalena & Petrosino, 2008) model 

the background of a video with the weights of a neural network. In this approach, 

ANN is trained using frames of the video by extracting some feature such as texture, 

block or pixel. ANN is organized as a two-dimensional grid of neurons or nodes 
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matching with each feature or block. Each of such neurons computes a weighted 

linear combination of incoming inputs for learning. Training makes clusters of 

incoming input data containing similar data. Once different regions of background 

model have classified more accurately in training, the current frame is converted 

into blocks to feed into the trained neural network. The block features of the 

foreground image will not match to any of the clusters formed at the training. The 

proposed approach can handle scenes containing moving backgrounds, gradual 

illumination variations but the ANN-based method has to train the background 

before detection by taking a few frames as training background making a delayed 

detection. These approaches take too much time but are interesting and may be 

useful in future. These methods also require huge memory and complex process of 

detection making these prohibitively slow for real-time detection. 

 Fuzzy Background Modeling:  

To address the uncertainty and imprecision in the classification and localization of 

moving pixel in the multi-modal environment, Baf et. al. (Baf, Bouwmans, & 

Vachon, 2008) proposed a fuzzy approach for background subtraction. In this work, 

the Choquet integral is used for the foreground detection and fuzzy operators for 

adaptive background maintenance. In comparison to crisp foreground detection, 

Fuzzy foreground detection is found to be more robust than the dynamic 

background and shadow environment (Bouwmans, 2012).  

1.6.7 Background Estimation using Filters 

Scott et. al. (Scott, Pusateri, & Cornish, 2009) presented an algorithm in which the 

background image related to a particular scene is estimated without having the prior 

knowledge of the scene. They assume that background pixels’ intensities do not 

evolve quickly, while intensities of foreground pixels do. The evolution and their 

retention in the background image are controlled by adapting mean and variance of 

intensities by Kalman filter equations. High-intensity variances pixels are classified 

as foreground pixels and low variances pixels are included in the background 
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model. The whole process of Kalman filter is to update mean and variance of the 

image as per the following equation iteratively.  

Given the first t frames and calculation for 𝜇𝑡 and σ𝑡, The new weighted average 

𝜇𝑡+1  is the estimated value of 𝐼′𝑡+1. The new actual intensity 𝐼′𝑡+1(𝑥, 𝑦) is 

compared with the measured 𝐼𝑡+1(𝑥, 𝑦). if it matches, it indicates a background else 

it is a foreground value. New estimation of the average and variance is calculated 

as  

𝜇𝑡+1  =  𝜇𝑡  +  𝐾(𝐼𝑡+1 − 𝜇𝑡)     Eqn. (1-23) 

𝜎𝑡+1
′2  =  𝜎𝑡

2  +  𝐾(𝐼𝑡+1 −  𝜇𝑡)2    Eqn. (1-24) 

and the final variance is given as 

𝜎𝑡+1
2  =  (1 − 𝐾)𝜎𝑡

′2       Eqn. (1-25) 

where K is gain factor and is equal to 
1

𝑛 + 1
 . 

The background value is calculated as  

𝐵𝑡+1(𝑥, 𝑦) = {
1  𝑖𝑓𝑓  |𝐼𝑡+1(𝑥, 𝑦) − 𝑢𝑡+1(𝑥, 𝑦)| ≤ 𝑘𝜎𝑡+1

0                                                    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 Eqn. (1-26) 

1.6.8 Background Subtraction using Pixel intensity adaptation:  

Wang and Dudek (Wang & Dudek, 2014) proposed a background model which is 

not only based on each pixel’s historical values but also based on the efficacies 

calculated using occurrence statistics. It removes the least useful background values 

from the model and selectively adapts to changes with different timescales. It also 

solves the problem of ghost generation. The high-frequency temporal noise is also 

controlled by individual decision threshold for each pixel. In this scheme, a small 

set of adaptive templates are created for each pixel by using the historical values of 

pixels. An occurrence metric related to each template helps to remove least used 

templates and replace them with new ones. The templates are ordered based on 

efficacy that assists the pixel adaptation to changes easily. 
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1.6.9 Optical flow based background Modeling:  

In optical flow based method, pixels are classified as per their velocity and direction 

of movement (Lu & Manduchi, 2011). Pixels’ positions that maintain optical flow 

in a time window are classified as moving objects and that show randomness are 

assigned to the background. Optical flow based methods fail in low-texture areas 

and produce halo effect around moving object boundaries. 

As explained in above sections, there are a lot of algorithms proposed and evaluated 

in isolated ways by taking comfortable scenarios. There are lot of surveys which 

have compared different algorithms (Yilmaz, Javed, & Shah, 2006), (Benezeth, 

Jodoin, Emile, Laurent, & Rosenberger, 2008), (Bouwmans, 2011), (Athanesious 

& Suresh, 2012), (Parekh, Thakore, & Jaliya, 2014) but they lack objectivity in two 

ways; first, these surveys compare methods qualitatively not quantitatively and 

second, these methods have not been tested on rigorous benchmarks providing 

challenges in object detection. In the subsequent section, qualitative as well as 

quantitative comparisons of different popular object detection methods are 

presented using different scenarios in a benchmark video data set. 

 

Fig. 1-4: Classification of Edge Detection Methods 
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1.7 EDGE DETECTION METHODS 

Edge detection is one of the most basic procedures used in image processing 

application. Because of different variety of objects having different colors, texture, 

and shapes, there are numerous object detection methods researched and discussed 

in literature during past years (Basu, 2002), (Lakshmi & Ranarayanan, 2010), 

(Papari & Petkov, 2011), (Li, Xiong, Yin, & Liu, 2009). Many traditional edge 

detection algorithms devised for edge detection can be categorized into First Order 

Derivatives and Second order derivatives. These algorithms are depicted in Fig. 

1-4.  

1.7.1 First Order Derivative Based Edge Detection 

As the name suggests, in first-order derivatives, the magnitude of the first gradient 

between adjacent pixels decides about the sharpness of edge and gradient vector 

judges the direction of maximum rate of change. In digital image processing, the 

discrete gradient is measured in terms of finite intensity differences between 

adjoining pixels. These are approximated by different masking filters such as 

Roberts (Roberts, 1963), Sobel (Sobel & Feldman, 1968) and Prewitt (Prewitt, 

1970) operators which are given in Fig. 1-5. These filters separately find the vertical 

and horizontal gradient in one dimension(1D) which can be later combined to give 

a whole edge image. Roberts operator also called cross operators finds only oblique 

edges. Prewitt improved it by suggesting horizontal and vertical edges masks which 

are again improved by Sobel by proposing double weight for edge pixel.  

The sharpening of the image through the first gradient unravel the finer details but 

it also enhances the noise in the image. These methods are not robust to noise and 

also infested with the problem of double edges. Later, Canny enhanced these 

methods by using non-maximum suppression, Hysteresis Thresholding and non-

major edge points removal techniques to achieve stronger and finer edges in the 

image. Canny method, although, achieved very fine details of edges, it failed to 
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control noise in the edge image. The Canny method also results in discontinued 

contours making object segments difficult in noisy environments. 

 

Fig. 1-5: Edge Detection Masks 

1.7.2 Second Order Derivative Based Edge Detection (Laplacian) 

 Second order derivatives such as Laplacian of Gaussians (LOG), Difference of 

Gaussians (DOGs) search for zero crossings in the second derivative of the image 

to find edges (Marr & Hildreth, 1980). These methods are very sensitive to noise 

and take much time for edge extraction. Two popular LOG operators are shown in 

Fig. 1-5. Other methods used in the past to extract edges are morphological edge 

detectors (Zhu S. , 2011) , soft computing based techniques (Mehrara, Zahedinejad, 

& Pourmohammad, 2009).  

1.8 OBJECT DETECTION IN VIDEO SURVEILLANCE: PROBLEMS 

AND CHALLENGES 

Real world video surveillance systems face complex and challenging environments 

owing to different contexts and applications for which these are installed (Brutzer, 

Hoferlin, & Heidemann, 2011). Bouwmans (Bouwmans, 2014) listed several 



 

30 | P a g e  

 

challenges for which researchers need to devise background modeling techniques. 

Ideal object detection in the different setup of video surveillance requires fixed 

cameras, constant illumination and static background as preconditions which are 

never possible to maintain due to different peculiarities of indoor and outdoor 

scenes. Many problems identified by researchers in video surveillance are the poor 

quality of video having a lot of noise, camera jitter, slow and sudden change in 

illumination of a scene, shadows in a scene, the different requirement of indoor and 

outdoor scenes, clutter, camouflage, ghost, and occlusion problem in the scene. The 

problem is further compounded by variation in scale, shape, the position of the 

object of interest making detection and tracking a very difficult and erroneous 

process.  All of these problems cannot be addressed by a single method due to 

different requirement. So, a major challenge in object detection is to propose, 

identify and implement a method which can address maximum problems or at least 

adapt itself to the changed requirements. These problems and challenges are 

summarized below:  

1.8.1 Continuous or Sudden Changes in Light Intensity  

Background modeling methods must be robust to detect object correctly in 

continuous or sharp light intensity changes. Surveillance systems are installed in 

both environments indoor or outdoor requiring them to adapt to light intensity 

changes. These changes may be sharp (in case of indoor) or gradual (in case of 

outdoor). Therefore, these methods must be adaptive to these changes. For example, 

a sudden switch of light or sunlight blocked by clouds strongly affects the 

appearance of the background model.  

1.8.2 Dynamic Background  

In environments, where continuous movement of objects are there backgrounds 

cannot be assumed constant and static. These undesired movements are normally 

iterative or periodic such as tree waving, water waves, flashing of traffic lights etc. 

and it should not be detected as foreground in object detection. A background 

modeling method must differentiate between the periodic or irregular movement of 
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objects. To deal with such environment methods must model a pixel intensity using 

multimodal distributions. These distributions require large processing time.  These 

methods must handle ghost objects in the background which may appear, hide and 

then reappear in the background.  

1.8.3 Shadows  

Shadow of objects in video streams are irrelevant and happens to be a major 

constraint in correctly mining foreground objects due to variation in illumination. 

Due to this variation, background pixels can be erroneously identified as 

foreground. Hence, a robust modeling algorithm is anticipated to remove or ignore 

shadows in object detection process.  

1.8.4 Video noise  

Noise can always creep into video signals during capturing and processing of 

images and naturally this may hamper the robust detection of objects. As the 

sources of noise are different there may be different forms of noise. It may occur 

due to camera jitter, aging of camera or sensor components such as lens etc. or 

information loss due to image compression. Background subtraction methods 

should mitigate or weaken the undesired effects of noise.  

1.8.5 Other Challenges 

There are several different types of requirement which are more application specific 

than general in nature. These are occlusion which may disturb the process of 

computing the stability of background frame; Camouflage when the object has poor 

contrast with its background making detection of foreground images difficult. 

Temporal differencing methods are very poor to handle this problem. Other than 

these, the occasional disappearance of objects and sporadic noise introduced in 

images or video streams due to the improper image capturing are real problems in 

object detection in video surveillance systems. 
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1.9 OUTLINE OF THE THESIS  

The thesis is divided into the following eight chapters: 

Chapter 1 introduces the basics of video surveillance with motivation to the 

proposed work. It is followed by the introduction to data mining concepts such as 

background subtractions, background modeling etc. with object detection methods. 

Edge detection methods are also familiarized because these are going to be used in 

our research methodology. Finally, problems and challenges of object detection are 

also summarized.  

Chapter 2 is devoted to the literature survey containing works related to data 

mining and processing techniques in video surveillance. The chapter is divided into 

five sections covering each and every concept of data mining from video 

surveillance architecture to microscopic details in object detection such as various 

methods of object detection including edge-based detection using CLAP and 

adaptive thresholding 

Chapter 3 describes the methodology of research including contribution, 

objectives, implementation environment, evaluation parameters, test data etc. It 

also sheds light on the use of cellular automaton in image processing and explains 

the design of cellular logic array based framework for data mining. 

Chapter 4 presents a comparative evaluation of existing methods of object 

detection and discusses the experimental results with a view to deducing the final 

outcomes in a way that set the path of research direction of our work. 

Chapter 5 describes the edge based object detection. After setting the main concept 

of edge detection using an adaptive threshold, a comparison is also made with 

existing methods and CLAP based edge detection methods with all the three types 

of thresholding. 
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Chapter 6 explains the main research contribution concept of local neighborhood 

differencing. It details how cellular logic arrays can be used to speed up the 

proposed method. A comparison with basic BGS methods on all the scenarios 

clearly established the supremacy of the proposed method in quality and efficiency 

both.  

Chapter 7 sums up the results of existing and the proposed methods. It presents a 

comparison of results of the basic BGS method with the proposed methods and high 

quality and complex methods. 

Chapter 8 concludes thesis with research directions and future scope in data 

mining in video surveillance techniques followed by bibliography and list of 

research publications in Appendix A. 
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CHAPTER 2 

LITERATURE REVIEW 

The literature review of the research work has focused on five areas. The first part 

of literature research is planned to establish the need for new fast and reliable object 

detection methods in real-time video surveillance. The second part of the literature 

review investigates the current techniques used for object detection. The third part 

of the literature survey is dedicated to exploring the use of CLAP in image 

processing especially edge detection methods with adaptive thresholding. The 

fourth section of this chapter is dedicated to getting an insight into edge based 

object detection. Finally, the emphasis of literature examination remains on the 

techniques employed for improving existing object detection methods using 

adaptive thresholding.  

2.1 VIDEO SURVEILLANCE SYSTEMS  

Recently many researchers have taken interest in video data mining techniques such 

as object identification and tracking due to multi-fold applications such as video 

surveillance, medical imaging, biometrics-based security system etc. A very good 

survey on video analysis of human dynamics was presented for biometric 

applications in (Wang & Singh, 2003). It provided a detailed survey on tracking of 

people and body parts such as the face, hands, fingers, legs, etc., and modeling of 

their behavior using motion analysis. Another article (Srinivasan, Porkumaran, & 

Sainarayanan, 2009) briefed about human body tracking in the surveillance area 

and discussed various kinds of background modeling methods such as background 

subtraction method, adaptive background subtraction method, adaptive Gaussian 

mixture method for 2-D and 3-D tracking etc. The authors in this used body 
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positions and activities in video sequences for identification of the human body. 

The article in (Lefter, Rothkrantz, Bouchner, Burghouts, & Wiggers, 2010) 

described an audio/video based surveillance system for a car-driver identity 

recognition and car-driving behavior recognition system. They used an expert 

system to solve conflicts between audio and video for different scenarios. Another 

very good survey on visual surveillance of object motion and behavior is taken by 

Hu et. al. (Hu, Tan, Wang, & Maybank, 2004). They presented an overview of the 

developments in the field of video surveillance in dynamic scenes involving 

surveillance of people or vehicles. This survey identified five stages that are 

common for most surveillance systems. The first stage is described by pointing out 

the problems regarding multi-camera surveillance. The second stage was motion 

detection involving environment modeling, motion segmentation such as 

background subtraction, temporal difference and optical flow and shape based or 

motion based object classification. The third stage was related to object tracking 

involving region-based, contour-based, feature-based or model-based tracking. The 

second last stage of surveillance comprised of techniques for the analysis and 

recognition of motion patterns and the production and understanding of high-level 

descriptions of behaviors. The last stage used personal identification techniques for 

visual surveillance such as Human face and gait detection.  

Another survey on contemporary remote surveillance systems for the public (Raty, 

2010) focused on the evolution of video surveillance applicable to public safety. 

The work identified several future research directions such as real-time distributed 

architecture, intelligent cooperation between agents, addressing occlusion (objects 

become occluded by buildings, trees or other objects), the detection of ghosts, 

multi-sensor surveillance system etc. Another article (Hampapur, et al., 2005) 

proposed a new framework for a large-scale smart surveillance system to decrease 

the error rate. This paper gave an overview about the aspects for video surveillance 

systems. The article presented various challenges in the form of combining multiple 

sources of streams, automatic object detection, tracking, and classification. Authors 
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also presented a technique Face Cataloguer for high-resolution face detection and 

a database storage technique for classifying video on the basis of objects. 

Oh and Bandi (Oh & Bandi, 2002) proposed a framework for real-time data mining 

in video streams. The first stage of the framework grouped input frames followed 

by the second stage which extracts features from each segment. In the third stage, 

the segments are clustered into similar groups. This is followed by patterns 

discovery to detect objects, modeling and detect of events, video summarization, 

classification, and retrieval. This work also proposed a multilevel hierarchical 

clustering approach to group segments with similar categories using K-means 

algorithm and cluster validity method. The article (Yang, et al., 2009) described a 

high-level feature extraction framework in terms of low-level feature extraction; 

global, local and others, classifiers models such as Support Vector Machines 

(SVMs) ranking based on simple average fusion and linear weighted fusion and re-

ranking. Here, textual information was extracted using automatic speech 

recognition and the information bottle principle. The global low-level features are 

based on color, textures, shape or a combination of those. The local low-level 

features were extracted using scale-invariant feature transform. The other feature 

Space-Time Interest Points computed locations and descriptors for space-time 

interest points in the video. Besides these, two additional features extraction of 

Region of Interest and the face feature. An article by Yokoi et. al. (Yokoi, 

Watanabe, & Ito, 2009) devised a mathematical model of event detection and 

implementation of different techniques such as change detection, human detection, 

human tracking and event detection. 

The article by (Wani, Khan, & Patil, 2014) provided a processing framework for 

the behaviour analysis of the crowd using object detecting such as background 

subtraction, temporal differencing, and optical flow and using object tracking 

methods such as region based, active-contour based, feature-based and model-

based to respond to accidents, crime, suspicious activities, terrorism to provide 

insights to improve evacuation planning and real-time situation awareness during 

public disturbances. It also discussed hidden Markov models for object analysis. 
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With a view to proposing a less computationally complexity and memory 

requirement system in real-time moving object detection and tracking algorithm on 

H.264 compressed video streams for IP video surveillance systems, a research work 

(Liu, Lu, & Zhang, 2007) proposed an algorithm for a real-life industrial 

perspective. The algorithm detects and segments regions having motion based on 

motion vectors embedded in the video stream without full decoding process and 

reconstruction of video frames using spatiotemporal filtering. 

A detailed study of data mining techniques is presented in (Vijayakumar & 

Nedunchezhian, 2012). Authors described that video documents are generally 

unstructured in semantics and cannot be represented easily using relational data 

model. They cited that retrieval of data depends solely is based on the low-level 

feature extraction which is unpredictable due to lack of semantic relationship 

between high level and low-level features. They stressed that there is need of 

improved methods for the retrieval and mining process. They also categorized 

video data mining into video structuring, clustering, classifying, association, 

motion mining and pattern mining. There are many more works for video mining, 

but cellular logic array has not been used for moving object detection in video 

surveillance system. Only Pentagram Software (Pentagram, 2015) has used CLAP 

to develop a commercial product named as Logical Video Processing System 

(LVPS) for which very less information is available on company site.  Therefore, 

CLAP based object mining is a fit case to implement and analysis. 

2.2 EXISTING METHODS OF OBJECT DETECTION BASED ON 

BACKGROUND MODELING 

As explained in previous chapter background subtraction methods are faster but 

need background modeling to address the object detection challenges. There are 

many background modeling methods. Some are efficient but consume too much 

time such as KDE. On the other side, few methods are fast but lack quality in 

detection. Therefore, we need to trade-off between fastness and quality while 

finding ways to improve quality in existing methods by proposing a new 
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modification in background modeling, background registration, and background 

initialization.  

There are several types of background initialization, ranging typically from 

selecting background as the first frame to averaging of several initials frame before 

invoking subtraction or detection process. A good initialization of background 

frame results in the early convergence of background model (Colombari & Fusiello, 

2010).  Some of the authors have used pixel’s temporal histogram to decide about 

the most likely intensity value it can acquire in the next phase in order to generate 

a BF (Jiang & Zhao, 2012) but huge memory consumption has restricted its use. 

Further many sophisticated algorithms are proposed in the literature for this purpose 

(Ching, Cheung, & Chandrika, 2004). There are several background modeling as 

described in section 1.6. The different modifications and improvements taken in the 

past are described below: 

2.2.1 Statistical methods for Background Modeling 

Many types of kernel functions considered in the past for object detection are 

uniform, Gaussian, quartic, triangular, Epnechnikov, cosine etc. (Soh, Hae, 

Mehmood, Hadi Ashraf, & Kim, 2013). In one article (Elgammal, Duraiswami, 

Harwood, & Davis, 2002) authors used the median of the difference of consecutive 

frames over a sample size N as the bandwidth of their kernel to suppress the local-

in-time movement of background. They also devised a method for suppression of 

false detection of objects by suggesting a displacement probability for a pixel and 

its connected region. These probabilities are recognized as the threshold for 

foreground identification. They have demonstrated that KDE is efficient in color 

modeling to avoid shadows and occlusions. The performance of KDE and MOG is 

almost similar in addressing the multimodal background and has the advantage of 

not requiring any pre-knowledge about the number of mixtures in Gaussians but 

KDE consumes more memory than MOG.  

Junejo et. al. (Junejo, Bhutta, & Foroosh, 2011) used the optical flow of scene 

between two consecutive frames to regenerate unique features of the pixel by 
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defining entropy, energy, and inertia related to the pixel. After that, they used SVM 

for classifying each pixel into background or foreground with the help of these 

features. The proposed method has been stated to present the excellent result on 

fountain sequence when compared with MOG but optical flow distribution is slow 

and largely not very reliable and accurate due to its sensitivity to noise, lighting, 

shadow, and occlusion. Authors in (Miezianko & Pokrajac, 2008) also used SVM 

method to classify objects based on color, size, and shape.  

Zhang et. al. (Zhang, Tian, Yang, & Zhu, 2009) analyzed the principal components 

of three consecutive frames extracted from the video stream for background and 

foreground classification. They found that the second component reveals most of 

the foreground or moving object information by suppressing most of the 

background. This component was used for generating and updating background by 

the procedure of top-hat and bottom-hat transformations. This method was found 

to be very sensitive to the relative scaling of the original variables.  

2.2.2 Background Modeling using clustering 

Final results of K-means method are not deterministic and greatly depends on the 

goodness of its initialization of centers in the first iteration which is done in a 

random fashion. Kumar and Sureshkumar (Kumar & Sureshkumar, 2013) tried to 

find out a solution to this problem by manual seeding in K-means method. Here, 

instead of randomly choosing a hypothetical center for each cluster and then 

assigning memberships based on proximity, clusters were made selectively by 

assigning membership manually in the first iteration based on the method of 

maximizing inter-cluster distance and minimizing intra-cluster distance. Once the 

initial membership of each cluster was defined, then the standard K-means method 

was used for further clustering. Authors reported better result by following the 

proposed modification in K-means method. Another problem with K-means 

clustering is with prefixing a number of clusters which model background scene. 

No one has paid attention to this problem. 
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Xiao (Xiao, 2008) presented an improved BCS by adding the concept of merging 

of two or more similar clusters and reassignment scheme to avoid the problem of 

ordering syndrome with the general algorithm. They also proposed a modified 

codebook to address the problem of ghost regions in the background model. A ghost 

is a region in an image which is created when a temporary and stationary object 

moves in the background.  

2.2.3 Machine learning based Background Modeling:  

Authors in (Maddalena & Petrosino, 2008) modeled the background of a video with 

the weights of a neural network. In this approach, ANN was trained using frames 

of the video by extracting some feature such as texture, block or pixel. ANN was 

organized as a two-dimensional grid of neurons or nodes matching with each 

feature or block.  

Baf et. al. (Baf, Bouwmans, & Vachon, 2008) proposed a fuzzy approach for 

background subtraction to address the uncertainty and imprecision in the 

classification and localization of moving pixel in a multi-modal environment. In 

this work, the Choquet integral was used for the foreground detection and fuzzy 

operators for adaptive background maintenance. In comparison to crisp foreground 

detection, Fuzzy foreground detection was found to be more robust in the dynamic 

background and shadow environments (Bouwmans, 2012).  

2.2.4 Background Estimation using Filters 

Wang and Dudek (Wang & Dudek, 2014) proposed a background model which was 

not only based on each pixel’s historical values but also based on the efficacies 

calculated using occurrence statistics. It removed the least useful background 

values from the model and selectively adapted to changes with different timescales. 

It also solved the problem of ghost generation.   

In another method based on optical flow, pixels were classified as per their velocity 

and direction of movement (Lu & Manduchi, 2011). Pixels’ positions which 

maintained optical flow in a time window were classified as moving objects and 
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those showed randomness, were assigned to the background. Optical flow based 

methods failed in low-texture areas and produced halo effect around moving object 

boundaries making it inefficient. 

2.3 EDGE DETECTION AND CLAP BASED IMAGE PROCESSING 

FOR OBJECT DETECTION 

Edge detection is one of the most basic procedures used in image processing 

application. Because of different variety of objects having different colors, texture, 

and shapes, there are numerous object detection methods researched and discussed 

in (Basu, 2002), (Lakshmi & Ranarayanan, 2010), (Papari & Petkov, 2011), (Lee 

& Hedley, 2002). Most popular category of edge detection method is first order 

derivative based edge detection in which edges are detected by computing the first 

derivative of the image. The magnitude of the gradient decides the sharpness of 

edge and the gradient vector gives the direction of maximum rate of change. 

Although the sharpening of the image through the first gradient unravel the finer 

details, it also enhances the noise in the image. Another problem associated with 

the first derivative is double edges. These edge detection algorithms can be 

enhanced by post-processing techniques such as non-maximum suppression, 

Hysteresis Thresholding, and non-major edge points removal. So what we finally 

get, is strong edges in the image. (Canny, 1986)  

Second order derivative based edge detection (Laplacian) methods such as 

Laplacian of Gaussians (LOG), Difference of Gaussians (DOGs) which searches 

for zero crossings in the second derivative of the image to find edges. These 

methods are limited by their huge complexity of time and sensitivity to noise. (Marr 

& Hildreth, 1980) 

Many attempts were made to extract edges with the help of morphological 

operations (NagaRaju, 2011), (RamaBai, Krishna, & SreeDevi, 2010) (Zhu S. , 

2011). Soft computing based techniques were also devised for edge detection 

(Ezhoosh, 2010). Gao et. al. (Gao, Parslow, & Tan, 2001) proposed a hybrid 
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method by combining Sobel edge detection operator with wavelet de-noising for 

edge detection in images containing white noise. Mohamed El-Sayed (El-Sayed, 

2011) proposed an entropy-based high-quality edge detection method for 

decreasing computation time.  Priyadarshini et. al. (Priyadarshini & Sahoo, 2010) 

proposed an automatic threshold-based edge detection method based on simple 

arithmetic and logic operations which claimed to perform better than Sobel’s 

method and requiring less computation. Neha Mathur et. al. (Mathur, Mathur, & 

Mathur, 2016) developed a K-means segmentation method to obtain a local 

threshold value through histogram bins and cluster centers for Sobel operator. 

Although they did not estimate time, it seemed too heavy for real-time processing.  

The use of cellular automata can be traced since the 1960s for many applications 

where parallelism can be exploited such as digital circuits and mathematical 

operations but first time, it was used for image processing only in 1974 when Duff 

et. al. (Duff, Watson, Fountain, & Shaw, 1973) developed a cellular logic array for 

based image processing. It described the hardware implementation of the cellular 

logic array for the use of image processing. They presented a tool namely CLIP3 

for fast processing of image processing and pattern matching the application. Later, 

Prof. E G Rajan proposed a cellular automata based framework for image 

processing techniques for high-throughput data processing (Rajan, 1993). The 

central idea here was to assume digital image as cellular array and image 

processing algorithm as an evolution (updation rule) of the automaton. Various 

operations demonstrated in this paper are thinning, edge detection segmentation, 

erosion, and dilation. A Logical Video Processing system (LVPS) for image and 

video processing (Pentagram, 2015). In 2002, Authors in (Popovici & Popovici, 

2002) also used cellular automata for image processing. In this paper, authors used 

two-dimensional cellular automata for removing noise from images. They also 

proposed cellular automata based model for edge detection and compared its 

working with SUSAN tool (Smith & Brady, 1997). Both of these works claimed 

that CLAP performance is better as compared to the traditional tools such as 
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SUSAN. Tapas Kumar et. al.  (Kumar & Sahoo, 2010) compared cellular automata 

based edge detection with standard methods but without any quantitative evidence. 

2.4 EDGE BASED OBJECT DETECTION 

A lot of efforts have been made in the past to employ edge maps to extract object 

motion but due to lack of generalization and acceptability, there remains a lot of 

scope for improvements in this area. The following discussion presents a 

comprehensive study of work done in this field. Smith, in 2001, (Smith, 

Drummond, & Cipolla, 2000) proposed an edge-based segmentation method in a 

video sequence to detect single object detection and multiple object detection in 

frames using Bayesian’s framework. The thesis demonstrated that edges contain 

sufficient motion information to determine motion labeling in a frame. The 

technique used an Expectation-Maximization algorithm to segment the frame into 

similar regions and then Bayesian probability was used to detect foreground 

segments from background segments. The method was applied to multiple video 

sequences and results claimed that the proposed approach provided accurate and 

efficient motion segmentation.  

Changick & Jenq-Neng in (Changick & Jenq-Neng, 2002) used double-edge map 

obtained from the difference of successive frames which was used to get moving 

edges with current frame edges, previous frame edges, and background edge model. 

The proposed algorithm claimed to be fast for implementing in real-time 

surveillance system but it failed to update background model making it difficult to 

handle dynamic scenes. This work was further extended by (Sappa & Dornaika, 

2006) proposing a three equidistant frames technique of motion detection. Two 

preliminary edge maps extracted from three frames were used for detecting moving 

edges by 𝐴𝑁𝐷 operation which was sufficient for high frame rate. For a lower frame 

rate scenario, it used an iterative scheme where equidistant frames were subtracted 

iteratively until no new edge information was obtained about the background. Once 

sufficient confidence was gained about the background, the algorithm switched 
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from frame subtraction to background subtraction approach. The method was fast 

enough but failed to get a good result in camera jitter and random noise scenarios. 

The article (Zhan, Duan, Xu, Song, & Luo, 2007) proposed an improved edge based 

object detection from contiguous frames and their difference by using Canny 

detector. This was followed by detection of moving area from difference image by 

counting a threshold of non-zero pixels over small blocks. Finally, block-connected 

component labeling was done to track the moving object. Experimental results 

asserted to overcome the limitations of the frame difference method by getting a 

high recognition rate and a high detection speed but the method needs to be tested 

over a large number of scenarios before implementing. Moreover, the method did 

not provide any solution to over and under sampling of frames.  

In this work, (Li, Xiong, Yin, & Liu, 2009) Canny’s edge image was used to build 

MoGs background with an objective to reduce the undesirable effect of sudden 

illumination on  MoGs model. The presented results claimed to provide higher 

performance on real surveillance video but only two scenarios have been presented 

which does not effectively validate the result. Second, the paper did not consider 

the heavy computational cost of Canny’s detector and MoG model making these 

techniques inapplicable for real-time surveillance. Wang et. al. (Wang, Zhang, Shi, 

& Zhong, 2013) proposed an edge based moving object segmentation algorithm 

which modeled background from image pixel values of the longest sequence to 

remove the problem of shadow and also post-processed the extracted image with a 

Gaussian filter to remove random noise. Although the method has claimed to 

remove the effect of shadow and noise, no conclusive evidence of applicability on 

different scenario except shadow problems has been put forward. The method was 

also limited by its huge memory requirement for background reconstruction. 

The Gao’s article (Gao, Parslow, & Tan, 2001) dealt with object detection based on 

perceptual vision. The consecutive frames of a video were processed to find the 

edge features based on generic curve segments and curve partition points. Then 

these frames were subtracted to find the average thresholded difference to detect 
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moving object in the scene. Authors only analyzed result subjectively and the frame 

rate taken in this method was also high (5000 frames/sec) limiting the applicability 

of the proposed method in real-time scenarios. The article (Dong, Wang, & Jia, 

2009) proposed a background subtraction technique for object detection based on 

RGB color space and edge ratio to identify shadow, object, and background by 

using. Separate threshold values were adapted for foreground and objects. Finally, 

area and edge ratio were used to rectify the misclassified object and shadow 

regions. Murshed et. al. (Murshed, Ramirez, & Chae, 2010), first, modeled a 

statistical background for each segment in the image and then used Canny edge 

based threshold method for motion detection. Background edge segments and 

moving edge segments were detected using statistical distribution maps and 

Chamfer distance maps respectively. The background was updated continuously to 

manage the dynamic scenes. In this method, only edge pixels were processed for 

faster execution. 

Cui et. al. (Cui, Zeng, Cui, Fu, & Liu, 2011) used Canny edge detector to find edge 

map of contiguous frames and then edge pair difference is used to get moving 

objects.  It got a better result than simple frame difference method but needs to be 

tested in different scenarios. Dhar and others (Dhar, Khan, Hasan, & Kim, 2011) 

proposed a gradient map based method in which gradient map difference of current 

frame and background were used to extract the moving objects with proper 

directional masking and thresholding. The proposed method was applied to 

different conditions such as indoor, outdoor, and foggy conditions and was claimed 

to be faster than traditional methods. 

Authors in (Jabid, Mohammad, Ahsan, Abdullah-Al-Wadud, & Chae, 2011) mixed 

edge segmentation with a gradient map like feature called local directional pattern 

which provided the direction of an edge to detect moving objects. The watershed 

algorithm was also used to extract a regular boundary of the object as a post-

processing operation. Priya and others (Priya, Mahesh, & Kuppusamy, 2014) 

presented an edge based video segmentation technique for finding the foreground 
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objects in video streams. First, edges of the objects were detected using Canny edge 

detection method which was followed by a morphology motion filter and filling 

technique. The main benefits of edge detection based segmentation methods are 

fast processing and less requirement of storage. Warade et. al. (Warade, Kale, & 

Thakare, 2015) implemented a feature extraction technique on frame difference 

edge map. The extracted features such as color, texture, and shape determined the 

moving edges. Mukherjee and Kundu  (Mukherjee & Kundu, 2013) employed 

Prewitt operator on background subtraction algorithm and compared it with Canny 

edge detection operator for extracting the objects in motion from video frames.   

2.5 ADAPTIVE THRESHOLDING IN OBJECT DETECTION 

METHODS 

In literature, many thresholding methods are used for object detection. Zidek and 

Hosovsky (Zidek & Hosovsky, 2014) classified threshold into static and dynamic 

thresholding. Static type includes binary, truncate and threshold to zero, band and 

multispectral (color) thresholding while dynamic thresholding contains Otsu or 

adaptive thresholding. They proposed a hybrid thresholding based on multispectral 

and Otsu method. Rosin et. al. (Rosin & Ioannidis, 2003) evaluated global 

thresholding techniques on object detection and classified methods into; i) Euler-

number which specifies a single number for every stable block of image, ii) 

Poisson-noise modeling which expresses thresholding on the assumption that noise 

in image follows Poisson model for every pixel and iii) entropy-based method. The 

article (Chang & Aishy, 2006) proposed an adaptive threshold by taking an average 

of thresholds of every block derived using regions of change curve. Samanta and 

Sanyal (Samanta & Sanyal, 2012) presented a method of finding an adaptive 

threshold to get the edge map by using the mean and variance of 3 X 3 window of 

each pixel. Authors (Singh, Prasad, Srivastava, & Bhattacharya, 2017) have also 

devised an adaptive local threshold based on the neighborhood average to extract 

the edge map of an image.  
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Subudhi et. al. (Subudhi, Ghosh, & Nanda, 2016) proposed a spatial segmentation 

and temporal segmentation based object detection algorithm using an adaptive 

threshold based on entropy windowing approach. Nain et. al. (Nain, Jindal, A., & 

Jain, 2008) proposed a method to find the number of prominent peaks in the 

histogram of the image which represented the distinct regions in the image and a 

basis for thresholding. Firdousi and Parveen (Firdousi & Parveen, 2014) compared 

various local thresholding techniques such as Niblack’s, Yanowitz and 

Bruckstein’s, Bernsen’s Techniques and concluded that the algorithm which 

followed local gray range method instead of local variance methods performed 

better than others. Hua et. al. (Hua & Ruichun, 2014) proposed an adaptive 

threshold for non-parametric Kernel Density Estimation to address the bimodal 

intensity distribution video sequences for object detection. Boufares et. al. 

(Boufares, Aloui, & Cherif, 2016) presented a discrete stationary wavelet 

transforms based adaptive threshold for motion detection in the adaptive 

background subtraction method. Isaac (Case, 2010) developed a method of finding 

adaptive threshold by calculating the second derivative of the cumulative sum of 

difference frame. He observed that adaptive threshold is that value of difference 

where the second derivative is approaching zero.  

2.6 RESEARCH GAPS 

As explained in above sections, huge numbers of algorithms are proposed for object 

detection, but most of these are evaluated in isolated ways by taking comfortable 

scenarios. There are lot of surveys which have compared different algorithms 

(Yilmaz, Javed, & Shah, 2006), (Benezeth, Jodoin, Emile, Laurent, & Rosenberger, 

2008), (Bouwmans, 2011), (Athanesious & Suresh, 2012), (Parekh, Thakore, & 

Jaliya, 2014) but they lack objectivity in two ways; first, these surveys compare 

methods qualitatively not quantitatively and second, these methods have not been 

tested on a rigorous benchmark providing challenges in object detection. Most of 

the methods claimed to get good results and to overcome the limitations of the 
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frame difference methods, but these need to be tested over a large number of 

scenarios before generalization and implementation.  

Many methods also failed to provide any solution to over and under sampling of 

frames. These research works have not considered heavy computation cost of 

Canny’s detector and MoG model making technique ineffective for real-time 

surveillance. Some methods are also limited by their high memory requirements. 

Time is the most important constraint in real-time video analysis and this factor 

requires attention while devising new techniques for object detection in real-time 

scenarios. Most of the researchers have not paid attention to this criterion while 

selecting and analyzing methods making these doubtful to be employed in real-time 

video surveillance.  

Another area which remained open to research in this field is decidability of an 

optimum threshold automatically. Although many efforts have been made to model 

an adaptive threshold, it still lacks generalization. The factors which effect 

threshold value need to be identified and evaluated on different benchmarked 

dataset before making final conclusions.  

So, keeping in mind the above-specified requirements, our research work strives to 

provide a data mining framework for object detection in video surveillance to 

address the poor quality of detection within timing constraints. Cellular automata 

based methods are assumed faster because these work on frame level rather than 

pixel level and will be implemented for achieving objectives.   
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CHAPTER 3  

METHODOLOGY OF RESEARCH 

3.1 CONTRIBUTION OF THESIS 

This thesis proposes a cellular logic array based data mining framework for 

increasing efficiency in automatic video surveillance in terms of speed and 

precision. The proposed methods increase the quality of detection within 

reasonable time constraints and will help to reduce the error rate, delay and to 

increase the robustness of the object detection in video surveillance for real-time 

video analytics. 

3.2 STATEMENT OF THE PROPOSAL  

The existing methods of object detection in video surveillance give low-quality 

results besides being slow, costly and memory hungry. We need to find robust and 

fast methods with medium to low-end hardware configuration systems of objects 

detection for real-time video analytics.  This research work strives for providing a 

novel data mining framework for object detection in video surveillance system 

using a cellular logic array for replacing contemporary, slow and unreliable 

techniques of video processing with faster and robust techniques, making 

surveillance system effective for real-time video analytics. 

3.3 OBJECTIVE 

To design and develop a novel data mining framework for object detection in video 

surveillance system using cellular logic array. 
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3.4 METHODOLOGY  

As discussed in section 1.3, a complete video surveillance application is composed 

of three major steps; (i) video capturing, (ii) processing and (iii) analysis. Video 

frames are captured from single/multiple streams of static or dynamic cameras to 

process and analyze the scene further. Analysis can be targeted for general or 

specific objects. In video processing, there are series of operations such as objects 

representation, detection, identification and tracking for automatic monitoring of 

video scenes. Before starting the process of object identification, it must be defined 

in a unique way with its special features and descriptors such as centroid (Gemert, 

Veenman, Smeulders, & Geusebroek, 2010), set of points  (Serby, Koller-Meier, & 

Gool, 2004), colors, edges, contours and silhouettes (Yilmaz, Li, & Shah, 2004), 

shapes  (Comaniciu, Ramesh, & Meer, 2003), (Zhang, Collins, & Liu, 2004), 

skeleton (Li & Qi, 2010), probability densities functions such as Gaussian (Zhu & 

Yuille, 1996), a mixture of Gaussians (Paragios, Rousson, & Ramesh, 2002)  and 

Parzen windows (Elgammal, Duraiswami, Harwood, & Davis, 2002), histograms 

(Comaniciu, Ramesh, & Meer, 2003), Templates (Fieguth & Terzopoulos, 1997) 

etc. This process is called object representation and is essential for further 

processing. The words ‘detection’, ‘recognition’ and ‘identification’ are used in 

literature interchangeably creating a lot of confusion making them 

indistinguishable at several times. We will stick to the formal definition of these 

words as defined by the Johnson Criteria (Johnson, 1958): 

 Detection: “ability to distinguish an object from the background” 

 Recognition: “ability to classify the object class (animal, human, vehicle, 

boat …)” 

 Identification: “ability to describe the object in details (a man with a hat, a 

deer, a Jeep …)” 

Taking a cue from above definitions, it can be clearly seen that object detection is 

the most primitive operation used in video processing application. Once the object 
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is detected, then it is recognized or identified based on its representation. In both of 

the methods; Recognition and Identification, classification of different objects in a 

video scene ultimately lead to the discovery of the “tracking details” of the object 

of interest in the video. Finally, based on the tracking details, object analysis is done 

to make decisions.   

Because of different variety of objects having different colors, texture, and shapes, 

there are numerous object detection methods researched and discussed in literature 

during past years. Bouwmans (Bouwmans, 2014) categorized different types of 

methods into traditional and recent approaches by listing nearly 15 years’ 

comprehensive research in object detection along with resources, data sets, 

implementation codes. However, there is no up-to-date analytical review of these 

methods in literature available. This thesis aims to classify and analyze object 

detection methods with respect to areas of processing along with different 

implementation environment in order to give a clear picture of video processing 

specifically for the purpose of video surveillance applications. After analyzing the 

existing methods our next step is to formulate, design and implement a new cellular 

logic based data mining framework for object detection in video surveillance. 

A key component to the design of a framework for video surveillance system is 

thorough knowledge and understanding of the factors responsible for affecting the 

performance of the system. Therefore, the following steps are taken to accomplish 

the stated objective: 

1. A thorough literature survey is done to evaluate the required techniques for 

optimum result generation and the various factors that influence the design 

of video surveillance framework. The literature study also includes an 

investigation into the existing techniques of object detection in video 

surveillance.  

2. In the second step, algorithm and mathematical model for object detection 

are conceptualized and formulated. 



 

52 | P a g e  

 

3. Next, a new framework using a cellular logic array is designed taking into 

consideration the specific requirement of video processing and the common 

flaws of the existing techniques.  

4. Finally, the proposed framework is implemented and validated by 

comparing with the existing system. 

3.5 IMPLEMENTATION ENVIRONMENT 

Open Source Computer Vision (OpenCV) and CodeBlocks are used for 

implementing the existing algorithms from scratch. OpenCV is a widely accepted 

cross-platform and open source libraries of C++ for manipulating digital images 

and real-time computer vision (Pulli, Baksheev, Kornyakov, & Eruhimov, 2012). 

Although it contains several background methods such as MOG, no pre-built 

method is used in experiments. These are freshly built to process video frames at 

pixel level for effective comparison. CodeBlocks is a popular lightweight, cross-

platform IDE used for providing an integrated development environment for 

several languages including C++ (CodeBlocks, 2017). GCC compiler is used for 

compiling C++ based methods and OpenCV functions and classes.  

At a later stage, MATLAB is also used to implement the existing system and the 

proposed algorithm, as this is handy to use and flexible enough for experimenting 

with various options or modifications in algorithms. Once algorithms are stable 

then they can be implemented on real target language such as OpenCV etc.  

3.6 PRE-PROCESSING AND POST PROCESSING METHODS 

Although no pre-processing method is used for these experiments, various filters 

can be suggested to remove unwanted noise and effects on video (Sankari & Meena, 

2011). In post-processing phase, the median blur filter is used in the 3×3 or 5×5 

neighborhood because of its speed and effectiveness but other methods such as 

Gaussian blur and morphological functions can also be used. Morphological 

functions are more effective (Benezeth, Jodoin, Emile, Laurent, & Rosenberger, 
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2008) but these are computationally costly and may not be suitable for the analysis 

of video scene in real time scenarios. We have used 3×3 neighborhood median filter 

for comparative evaluation of existing methods but later on for evaluation of the 

proposed methods 5×5 neighborhood median filter used due to its better noise 

removal property. 

 

Table 3-1: Different scenarios of video sequence selected for experimentation 

Scenario1 Scenario2 Scenario3 

Baseline Video 

Highway Data Set 

Total Frames=1700 

Training Frames=469 

Size=240X320 

Camera Jitter 

Badminton Data Set 

Total Frames=1150 

Training Frames=799 

Size=480X720 

Dynamic Background 

Fountain02 Data Set 

Total Frames=1499 

Training Frames=499 

Size=288X432 

Scenario4 Scenario5 Scenario6 

Intermittent objects 

Sofa Data Set 

Total Frames=2750 

Training Frames=499 

Size=240X320 

Shadow 

Bus Station Data Set 

Total Frames=1250 

Training Frames=299 

Size=240X360 

Thermal Imagery 

Park Data Set 

Total Frames=600 

Training Frames=249 

Frame Size=288X352 

 

3.7 EVALUATION DATA SET  

The CDnet2012 dataset (Goyette, Jodoin, Porikli, Konrad, & Ishwar, 2012) has 

been used for evaluation of algorithms. The data set consists of six categories 

namely baseline, camera jitter, dynamic background, intermittent object motion, 

shadow and thermal imagery scenes captured from different types of cameras in 

different lighting conditions, level of noise and compression techniques. The 

resolutions of the varying length videos in CDnet vary from 320 × 240 to 720 × 
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576. One video sequence has been taken randomly from each of six categories for 

evaluation purpose. The first few hundreds of frames in each sequence are assumed 

as training frames for scene stabilization and the corresponding ground truths 

frames are labeled region of non-interest and are not used for evaluation purpose. 

Specification for different data set is given in Table 3-1.  

3.8 EVALUATION PARAMETERS  

Quality parameters/metrics in terms of accuracy and speed of automated video 

surveillance are listed in several research articles. Accuracy is measured in terms 

of a total number of falsely identified pixels. (Blair & Marion, 1985). Cielniak et. 

al. (Cielniak, Treptow, & Duckett, 2005) classified accuracy metrics in three 

classes; i) Temporal Metrics which measure the consistency of the system in 

detecting target object in adjoining frames, ii) Detection Metrics to count false 

positives and negatives of objects and iii) Localization Metrics that measure the 

extent of coverage of target objects in terms of pixels. Yin et. al. (Yin, Makris, & 

Velastin, 2007) further suggested metrics for performance evaluation of tracking 

algorithms. They suggested measuring speed in terms of time complexity of the 

algorithm used in the system. Memory requirements or Space complexity is another 

criterion which is also considered occasionally where memory is a constraint. 

However, measuring the effectiveness of a motion detection algorithm has no 

specific set of metrics.  

Table 3-2:  Binary Classifier Parameters 

Parameters Formulas Remarks 

Positive (P): 𝑃 = 𝑆𝑢𝑚𝑃𝑖𝑥𝑒𝑙 ∀ 𝐹𝐺 ≠ 0 Foreground Pixels 

Negative (N) 𝑁 = 𝑆𝑢𝑚𝑃𝑖𝑥𝑒𝑙 ∀ 𝐹𝐺 = 0 Background Pixels 

True Positive (TP): 𝑇𝑃 = 𝑆𝑢𝑚𝑃𝑖𝑥𝑒𝑙 ∀ (𝐹𝐺 ≠ 0 && GT ≠ 0)  Correctly identified Pixels 

False Positive (FP): 𝐹𝑃 = 𝑆𝑢𝑚𝑃𝑖𝑥𝑒𝑙 ∀ (𝐹𝐺 ≠ 0 && GT = 0)  Incorrectly identified Pixels 

True Negative (TN): 𝑇𝑁 = 𝑆𝑢𝑚𝑃𝑖𝑥𝑒𝑙  ∀ (𝐹𝐺 = 0 && GT = 0)  Correctly rejected Pixels 

False Negative (FN): 𝐹𝑁 = 𝑆𝑢𝑚𝑃𝑖𝑥𝑒𝑙  ∀ (𝐹𝐺 = 0 && GT ≠ 0) Incorrectly rejected Pixels 
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Table 3-2 lists out four detection parameters viz. TP, FP, TN, FN, to measure the 

quality of object detection. In the presence of actual motion and desired motion in 

the form of ground truth, positive means pixel is discovered as part of motion 

(foreground- FG) and in case of negative, the pixel is judged as part of the 

background (BG). Hence, TP and TN can be defined as the sum of the numbers of 

rightly judged pixels as FG and BG respectively. FP and FN can be defined as the 

sum of the numbers of falsely rejected pixels as FG and BG respectively. With the 

help of these parameters, various statistical metrics such as Recall, Precision, 

Specificity, Accuracy, and F1 score are derived as shown in Table 3-3.  

Table 3-3: Performance Metrics For Object Detection Methods 

Metrics Formula Remarks 

Sensitivity 

or  

Recall 

𝑅 = 𝑇𝑃𝑅 =
𝑇𝑃

𝑃
=

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(True positive Rate- TPR) 

The ability of correctly detecting 

foreground pixels 

Specificity  
𝑇𝑁𝑅 =

𝑇𝑁

𝑁
=

𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

(True Negative Rate − TNR) 

The ability of the classifier to 

correctly detect background 

pixels 

Precision (P): 
𝑃 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Quality of classification 

Accuracy 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 System Accuracy 

F1 score 
𝐹1 =

2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 

Integrated Metrics of Recall and 

Precision. 

Informed- 

ness (In) 

𝐼𝑛 =  𝑇𝑃𝑅 + 𝑇𝑁𝑅 − 1 Integrated metrics 

Peak Signal 

to Noise 

Ratio (PSNR) 

𝑃𝑆𝑁𝑅 =  20. 𝑙𝑜𝑔10. (𝐼𝑚𝑎𝑥 √𝑀𝑆𝐸
2⁄ )     

Where 𝑀𝑆𝐸 =
1

𝑚𝑛
∑ ∑ (

𝑗=𝑛−1 
𝑗=0

𝑖=𝑚−1
𝑖=0 [𝐹𝐺𝑡(𝑖, 𝑗) −  𝐺𝑇𝑡(𝑖, 𝑗)]2) 

𝐼𝑚𝑎𝑥 is highest intensity i.e 255 for 8 bit 

pixel. 

Only an approximation of 

human perception, do not 

consider the spatial relationship 

between pixels. (Winkler & 

Mohandas, 2008) 

Similarity 

Measures 
𝑆(𝐴, 𝐵) =

𝐴 ∩ 𝐵

𝐴 ∪ 𝐵
 

Range is [0 1], 0 complete 

mismatch, 1 complete match 

Speed 𝑆 =
𝑇𝑖𝑚𝑒

𝑁
    Where N is the total number of 

frames.  

The average processing time of a 

frame. 

 

Precision is a fraction of retrieved relevant instances and recall is a fraction of 

relevant retrieved instances [McManus2008]. These are given in Eqn. (3-1) and 
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Eqn. (3-2): 

𝑃𝑟 =
{𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠 ∧ 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠}

𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠
  Eqn. (3-1) 

𝑅𝑒 =
{𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠 ∧ 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠}

𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠
  Eqn. (3-2) 

 

Recall and Precision are two most used metrics for binary classifier but often 

require a trade-off between themselves because Recall favors methods with a low 

False Negative Rate (FNR) and Precision favors methods with a low False Positive 

Rate (FPR). The overall effect of both is represented by an F1 score.  

 

  Ground Truth 

 Total Pixels 

 (100) 

Actual FG Pixels 

(True) 

Actual BG Pixels 

(False) 
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Retrieved FG  

Pixels (Positive) 

TP=28 FP=12 

Retrieved BG Pixels 

(Negative) 

FN=14 TN=46 

Precision= TP/(TP+FP) = 28/40=70% 

Recall =TP/(TP+FN) =28/42= 68% 

F-Measure= 2*P*R/(P+R)= 69% 

Fig. 3-1: A Binary Classifier Example 

 

Fig. 3-1 shows an example of a binary classifier and its associated parameters. Let 

us assume that we have 100 pixels’ image and out of these, actual FG pixels are 42, 

and BG pixels are 58 but our detector is able to unearth only 28 FG pixels and 46 



 

57 | P a g e  

 

BG pixels then precision is 70% and recall is 68%. The combined measure of 

precision and recall is an F1 score which is harmonic mean of these two and is 

calculated 69%. 

Effectivity and efficiency are two criteria used for measuring the ability of an object 

detection algorithm. Effectivity is measured using recall, precision, F1 score and 

PSNR metrics. These are well-studied in the literature (McManus, Renno, Makris, 

& Jones, 2008), (Kalirajan & Sudha, 2015) and also frequently used for the 

evaluation of effectivity or quality of detection. We have used all the three metrics 

along with peak-signal-to-noise ratio (PSNR) and precision-recall (PR) trade-off 

curves for all methods. PSNR helps in finding the level of dissimilarity between 

extracted motion and corresponding ground truth. Its correlation with the F1 score 

is an additional verification of the outcome. Finally, the efficiency of the algorithm 

is measured by a standard form of absolute time measuring i.e. Execution Time 

(ET). It is measured in seconds on an i3 Pentium 2.4 GHz processor and taken as 

the average time taken by the algorithm in the processing of a single frame. It is 

averaged over the whole range of video sequence except training frames. Although 

measuring absolute time is generally not an ideal criterion, an estimate can be 

provided and is suitable for comparison purpose. 

For each method and each scenario, five to ten thresholds are defined based on the 

experiments and corresponding recall and precision for each threshold are 

calculated. Two extremes (recall, precision) points of (1,0) and (0,1) are assumed 

with these calculated pairs to draw curves. Threshold values greatly vary from 

algorithm to algorithm and are uniquely identified for each algorithm separately. 

The best trade-off threshold is selected for each method in each scenario for 

comparison purpose but algorithms are ranked on the basis of visual analysis of PR 

curves.  

3.9 FEATURE SELECTION IN OBJECT DETECTION  

A feature is a characteristic of an image which is relevant in the computation of 

algorithms. Various features are considered for object detection algorithms which 
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vary in scales and types. Some features are based on pixel intensity in grey scale 

images, color, edge, texture. Parekh et. al. (Parekh, Thakore, & Jaliya, 2014) 

classified object detection algorithms in three categories based on the features 

researchers used in their algorithms. These are edge based, patch-based and hybrid 

in which multiple features are used. So, before deciding on an algorithm one must 

choose the feature, he/she will be choosing for object detection. In the forthcoming 

discussion, we are assuming grayscale images until it is specified otherwise. Most 

of the processing in object detection methods is done at the pixel level. But many 

research articles have also reported it on block level and frame level (Lin, Cao, & 

Zeng, 2014). Cellular logic array processes images at the frame level. 
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CHAPTER 4 

COMPARATIVE EVALUATION OF EXISTING OBJECT 

DETECTION ALGORITHMS 

Object detection in the video streams is analogous to find moving regions in the 

frames. In any frame every pixel is classified either as a foreground region, 

depicting objects in motion or as a background pixel which is immovable. 

Therefore, motion detection or moving object detection algorithm starts with 

segmentation of moving-part from immobile part of the frame i.e. Current Frame 

(I) is subtracted from Background Frame (B) of the scene. The BF is taken when 

there is no movement in the scene or it is static. In the ideal case, this absolute 

difference when converted into binary value will give the whole movement in I but 

there is always the presence of noise in the camera picture. The jitter of the camera 

also introduces some noise in the scene. So, this difference is thresholded with some 

value "𝛵ℎ" to avoid noise and jitter in the difference or motion frame (MF) 

(Benezeth, Jodoin, Emile, Laurent, & Rosenberger, 2008). The value of a pixel in 

motion frame at time t can be taken as Eqn. (1-1). This equation is reproduced here 

for readers’ convenience. 

𝑀𝑡(𝑥, 𝑦) = {
1  𝑖𝑓𝑓  |𝐼𝑡(𝑥, 𝑦) − 𝐵(𝑥, 𝑦)| ≥ 𝛵ℎ
0                                   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

    Eqn. (4-1) 

Where t subscript denotes tth frame, (x, y) is the position of a pixel in frames, 𝐵 and 

𝐼𝑡 are background and the current frame respectively. 𝛵ℎ is threshold value which 

is generally derived empirically. 
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The background ideally, should be time-invariant but due to the introduction of 

several photometric or geometric variations in the scene in due course of time, the 

background image must be frequently adapted to the changed circumstances; 

otherwise, the method will fail to find actual movements of objects in the scene. 

Therefore, an up-to-date copy of background must be maintained and adapted 

regularly to restrict the number of false positives in detection and equation can be 

rewritten as Eqn. (1-2). It is again reproduced below: 

𝑀𝑡(𝑥, 𝑦) = {
1  𝑖𝑓𝑓  |𝐼𝑡(𝑥, 𝑦) − 𝐵𝑡(𝑥, 𝑦)| ≥ 𝛵
0                                    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   Eqn. (4-2) 

Where 𝐵𝑡 is the current background which is to be used in finding 𝑀𝑡. 

Above system is fast but its performance mainly depends on the selection of 

background frame which is also called reference frame. Initialization and modeling 

of reference image or background hold the key to good object detection algorithm.  

Background initialization may be taken simply as the first frame or averaging of 

several initials frame. A good background frame results in the early convergence 

of background model (Colombari & Fusiello, 2010). Once background model is 

initialized properly then it is regularly updated and maintained to cope up with the 

problem of slow or abrupt light variation, shadows, the velocity of object motion, 

occlusions, ghost objects in scene etc. (Lee & Hedley, 2002). Finally, pixels which 

vary more than a threshold value in the absolute difference of current frame and 

background model is classified as foreground pixel and is a part of the object in 

motion. A detailed study of the different types of background subtraction and 

background modeling technique is included in section 1.6 of this thesis. 

4.1 EVALUATION OF EXISTING ALGORITHMS 

In the preliminary phase, a total of ten algorithms are implemented and evaluated 

in experiments using the baseline video sequence for both types of sequences; grey 

and color. In subsequent experiments, only grey sequences were considered 
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because, in preliminary experiments, it was found that there was no substantial 

improvement in the quality of object detection and on the other side color based 

processing was taking too much time making it unsuitable for real-time video 

analysis.  

Two grey methods; FD and K-means methods were also abandoned as FD is too 

simplistic and unsuitable for slow motion and other complex scenarios, while K-

means was taking too much training time in clustering and performance, was also 

not superior to two other similar methods; BSC and CB. FD execution time is also 

similar to other adaptive methods which are far superior to it. Remaining eight 

methods consist of two statistical methods; AM and AMD which are relatively 

simple and fast as they rely on plain background subtraction. Other methods include 

two parametric methods; SG and MOG, two non-parametric probabilistic methods; 

HD and KDE. Finally, experimentations are also done using two clustering-based 

methods: BSC and CB methods. In each method, there are two or three parameters 

which affect the working of the method. The suitable range of each parameter are 

derived empirically and is described in Table 4-1. 

Table 4-2 presents the best results obtained from experimentations corresponding 

the given threshold for each method. In the table, there are eight sections separated 

visibly from background grey colors. One is for the header of the table and two 

following sections are for grey and color baseline video sequence processing 

respectively. The same set of methods is used for both types of processing. Other 

five sections are related to grey video sequence processing for camera jitter, 

dynamic background, intermittent object motion, shadow and thermal imagery 

sequence. For each section, related to a corresponding threshold, five metrics are 

computed. These are execution time(ET) in seconds(s), Recall, Precision, F1 score, 

and PSNR. Low-value execution time and high values of recall, precision, F1 score, 

and PSNR are desirable. A median filter with the 3×3 neighborhood is used to 

remove any spurious noise from the foreground. 
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Table 4-1: Parameters for object detection methods 

SN. Method Parameters Range Remarks 

1. AM Threshold (td) 

Alpha (alpha) 

10 to 70 (variable) 

0.01 (Fixed) 

Threshold 

Background 

Adaptation Rate 

2. AMD Threshold (td) 

Alpha (alpha) 

10 to 70 (variable) 

0.01 (Fixed) 

Threshold 

Background 

Adaptation Rate 

3. SG Deviation Threshold (K) 

Alpha (alpha) 

Initial Threshold (sd_init) 

0.3 to 3.0 (variable) 

0.01 (Fixed) 

6 (Fixed) 

Deviation Threshold 

Background 

Adaptation Rate 

Initial Deviation 

4. MoG Deviation Threshold (K) 

Alpha (alpha) 

Initial Threshold (sd_init) 

0.3 to 3.0 (variable) 

0.01 (Fixed) 

6 (Fixed) 

Deviation Threshold 

Background 

Adaptation Rate 

Initial Deviation 

5. HD No of Bin (bin) 

 

Hist_bin_th_prob 

16 to 112 (variable) 

 

1.0/(2*bin) (variable) 

Number of bins for 

pixel classification 

Foreground Detection 

Threshold 

6. KDE Threshold (td_prob) 

Alpha (alpha) 

Initial Threshold (sd_init) 

Number of Kernels 

(nKernels) 

0.01 to 0.25(variable) 

0.01 (Fixed) 

6 (Fixed) 

nInitFrames/10 

(Fixed) 

Threshold Probability 

Background 

Adaptation Rate 

Initial Deviation 

Sampling frames called 

kernels 

7. BSC Distance Th Number of 

Clusters (nClusters) 

1 to 15 (variable) 

4 (Fixed) 

Threshold 

Number of clusters for 

pixel classification 

8. CB Distance Th (dist_th) 

Number of code words 

(nCW) 

1 to 30 (variable) 

4 (Fixed) 

Threshold 

Number of code words 

for pixel classification 
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Table 4-2: Best results obtained by different methods for different scenarios 

Scenarios 

Methods 

/Metrics 

Adaptive 

mean 

(AM) 

Adaptive 

median 

(AMD) 

Single 

Gaussian 

(SG) 

Mixture of 

Gaussians 

(MOG) 

Histogram 

Detection 

(HD) 

Kernel 

Density 

Estimation 

(KDE) 

Basic 

Sequential 

Clustering 

(BSC) 

Codebook 

Detection 

(CB) 

Baseline 

Video(Gray) 

Highway Data 

Set 

 

Threshold Th=30 Th=20 K=1.5 K=1.0 Bin=64 Td_prob=.05 Dist=4 Dist=4 

ET(s) 20 19 0.029 0.084 0.049 0.039 0.077 0.042 

Recall 0.925 0.9206 0.829 0.886 0.935 0.977 0.905 0.797 

Precision 0.7221 0.815 0.575 0.688 0.642 0.831 0.742 0.803 

F1 score 0.8111 0.8646 0.680 0.775 0.761 0.899 0.815 0.799 

PSNR 17.6084 18.7492 15.142 16.709 17.154 20.079 17.419 16.236 

Baseline 

Video(Color) 

Highway Data 

Set 

 

Threshold Th=30 Th=20 K=1.5 K=1.3 Bin=48 Th_Pb=0.03 Th_Dist=4 Th_Dist=4 

ET(s) 41 37 0.055 0.0239 0.069 0.090 0.207 0.071 

Recall 0.9331 0.9264 0.9529 0.8992 0.8378 0.9193 0.9195 0.8046 

Precision 0.7137 0.8143 0.5644 0.7097 0.5734 0.8899 0.5875 0.7922 

F1 score 0.8088 0.8668 0.7089 0.7904 0.6808 0.9044 0.7169 0.7962 

PSNR 17.5943 18.8857 16.23 16.17 15.80 19.74 16.1016 16.03 

Camera Jitter 

Badminton 

Data Set 

 

Threshold Th=45 Th=40 K=1.8 K=2.0 Bin=80 Th_Pb=0.03 Th_Dist=8 Th_Dist=8 

ET(s) 49 42 0.078 0.346 0.201 0.152 0.246 0.110 

Recall 0.6495 0.6404 0.7575 0.4926 0.8015 0.8291 0.453 0.324 

Precision 0.4868 0.5106 0.4556 0.3401 0.5985 0.6368 0.4104 0.4457 

F1 score 0.5565 0.5682 0.569 0.4024 0.6852 0.7203 0.4307 0.3752 

PSNR 15.5281 15.3036 16.3468 13.6792 17.1033 17.8159 13.403 11.8168 

Dynamic 

Background 

Fountain02 

Data Set 

 

Threshold Th=35 Th=30 K=1.8 K=1.8 Bin=64 Th_Pb=0.03 Th_Dist=6 Th_Dist=8 

ET(s) 20 20 0.035 0.126 0.075 0.040 0.087 0.055 

Recall 0.7133 0.8419 0.6687 0.7624 0.8209 0.8304 0.6682 0.5574 

Precision 0.539 0.5696 0.283 0.4644 0.7368 0.6892 0.5678 0.4932 

F1 score 0.614 0.6795 0.3977 0.5772 0.7766 0.7532 0.6139 0.5234 

PSNR 25.0757 27.3008 26.0259 26.1768 29.4276 27.3438 23.6062 21.7525 
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Intermittent 

objects 

Sofa Data Set 

 

Threshold Th=25 Th=20 K=1.5 K=0.5 Bin=80 Th_Pb=0.25 Th_Dist=1 Th_Dist=2 

ET(s) 21 19 0.026 0.052 0.074 0.057 0.071 0.046 

Recall 0.6786 0.5677 0.6279 0.6025 0.6273 0.685 0.7994 0.8024 

Precision 0.5131 0.4636 0.3285 0.2855 0.3207 0.6362 0.3965 0.4516 

F1 score 0.5844 0.5104 0.4313 0.3875 0.4244 0.6597 0.5301 0.5779 

PSNR 14.5222 13.5423 13.4149 14.0716 14.7415 14.4292 14.7656 14.9812 

Shadow 

Bus Station 

Data Set 

 

Threshold Th=25 Th=20 K=1.3 K=0.8 Bin=48 Th_Pb=0.15 Th_Dist=2 Th_Dist=3 

ET(s) 18 21 0.035 0.102 0.051 0.040 0.068 0.041 

Recall 0.748 0.8849 0.7938 0.9048 0.827 0.8622 0.7401 0.6083 

Precision 0.6631 0.6336 0.5492 0.3371 0.4055 0.7472 0.5325 0.5414 

F1 score 0.703 0.7384 0.6492 0.4912 0.5442 0.8006 0.6194 0.5729 

PSNR 14.8201 16.4981 14.4556 Inf 16.4835 16.4781 15.1218 13.9586 

Thermal 

Imagery 

Park Data Set 

 

Threshold Th=15 Th=10 K=1.2 K=1 Bin=32 Th_Pb=0.2 Th_Dist=2 Th_Dist=4 

ET(s) 27 24 0.035 0.107 0.047 0.051 0.085 0.051 

Recall 0.7313 0.7146 0.5262 0.6264 0.7696 0.7234 0.6292 0.7191 

Precision 0.6705 0.7863 0.386 0.5675 0.64 0.7393 0.7979 0.6873 

F1 score 0.6996 0.7488 0.4453 0.5955 0.6989 0.7312 0.7036 0.7028 

PSNR 21.263 21.1884 17.2174 17.7979 Inf Inf 19.0281 20.978 
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Table 4-3: visual analysis of different methods for different scenarios 

Scenarios 

Ground 

Truth 

Adaptive 

mean 

(AM) 

Adaptive 

median 

(AMD) 

Single 

Gaussian 

(SG) 

Mixture 

of 

Gaussians 

(MOG) 

Histogram 

Detection 

(HD) 

Kernel 

Density 

Estimation 

(KDE) 

Basic 

Sequential 

Clustering 

(BSC) 

Codebook 

Detection 

(CB) 

Baseline 

Video 

Highway 

Data Set 

Frame 

numbers 

Analyzed 

are 1020 

and 1260 

F1 score=1 

 

0.7644

 

0.8466

 

0.6853

 

0.7891

 

0.7955

 

0.8897

 

0.7996

 

0.7825

 

F1 score=1 

 

0.7426

 

0.8115

 

0.4940

 

0.6678

 

0.4477

 

0.8572

 

0.7317

 

0.5096

 

Camera 

Jitter 

Badminton 

Data 

Frame 

numbers 

Analyzed 

are 920 

and 1035 

F1 score=1 

 

0.5289

 

0.5238

 

0.6370

 

0.4431

 

0.7863

 

0.7328

 

0.4614

 

0.3572

 

F1 score=1 

 

0.6692

 

0.6804

 

0.6933

 

0.3219

 

0.6848

 

0.7807

 

0.3737

 

0.3608

 

Dynamic 

Background 

Fountain02 

Data Set 

Frame 

F1 score=1 

 

0.7675

 

0.7960

 

0.4703

 

0.6257

 

0.9045

 

0.8678

 

0.6763

 

0.6110
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numbers 

analyzed  

are 750 and 

1250 

F1 score=1 

 

0.5076

 

0.6129

 

0.3157

 

0.5626

 

0.7000

 

0.6920

 

0.6124

 

0.4641

 

Intermittent 

objects 

Sofa Data 

Set 

Frame 

numbers 

Analyzed 

are 1650 

and 2450 

F1 score=1 

 

0.6483

 

0.5834

 

0.4875

 

0.6084 

 

0.6547 

 

0.7441 

 

0.6568

 

0.6194 

 

F1 score=1 

 

0.5982 

 

0.6058 

 

0.5546 

 

0.5695 

 

0.6179 

 

0.6533 

 

0.6288 

 

0.5850 

 

Shadow Bus 

Station Data 

Set 

Frame 

numbers 

Analyzed 

are 825 and 

1025 

F1 score=1 

 

0.6842 

 

0.7221 

 

0.6771 

 

0.2360 

 

0.3629 

 

0.7967 

 

0.4304 

 

0.3027 

 

F1 score=1 

 

0.6953 

 

0.8127 

 

0.6323 

 

0.7978 

 

0.8277

 

0.8352 

 

0.8178 

 

0.8204 

 

Thermal 

Imagery 

Park Data 

Set 

Frame 

numbers 

Analyzed 

are 350 and 

500 

 

F1 score=1 

 

0.7589 

 

0.7955 

 

0.5009 

 

0.6573 

 

0.7545 

 

0.7799 

 

0.7513 

 

0.7596 

 

F1 score=1 

 

0.5952 

 

0.6951 

 

0.3796 

 

0.5762 

 

0.6218 

 

0.6631 

 

0.6489 

 

0.6460 
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4.2 RESULTS OF COMPARATIVE ANALYSIS OF EXISTING 

ALGORITHMS 

Out of eight methods, AM, AMD, HD and KDE performance is above average. 

Simple but fast statistical methods such as AM and AMD perform better than 

more complex SG, MOG and cluster-based methods BSC and CB. Their 

performance is comparable to non-parametric methods HD and KDE methods. 

The best result for each method in a different video sequence is achieved for the 

different threshold. The threshold is called the curse of image processing and 

can’t be easily guessed. It means threshold has to be adaptive for a video 

sequence. Till now, no solution has been suggested in this regard. Precision is 

always on the higher side than Recall for all best threshold output. It means 

nearly all methods are biased for detecting false positive rather than identifying 

false negative. PSNR and F1 score correlate the best statistics across all 

categories of scenarios. Video sequences having small recurrent background 

motion such as water waves and tree movement and camera jitter are easily 

addressed by the performing algorithms. Thermal imagery is also addressed 

comfortably by all methods while intermittent motion and camera jitter 

scenarios present a challenge for all methods. PR curves for the different 

scenario are depicted in Fig. 4-1 to Fig. 4-6.  

If execution time is considered, for a small frame size of the order of 300X400, 

AM, AMD, HD methods are appropriate. They can be easily employed for real-

time video surveillance. Although KDE performance tops in overall yet its 

execution rate is slow. For large frame size AMD is most appropriate followed 

by AM. Dataset wise performance comparison of these algorithms is given in 

Table 4-2. 
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Fig. 4-1: Precision-Recall Curve for different object detection methods for 

the highway data set 

For baseline highway data set as shown in Fig. 4-1, KDE and AMD fare better 

than others. The third distant method is BSC, AM, and CB. Surprisingly, SG and 

MOG have not performed very well and their ETs are also very high.  The high 

area under Recall-Precision curve suggests the good performance of the 

methods. 

Badminton data set is taken from a camera jitter video sequence. In this data set, 

top performing methods are KDE and HD while others are way behind as shown 

in Fig. 4-2. The worst performance is shown by cluster-based algorithms and 

MOG. In HD, optimal bin size is the key requirement. 
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Fig. 4-2: Precision-Recall Curve for different object detection methods for 

the badminton data set

 

Fig. 4-3: Precision-Recall Curve for different object detection methods for 

the fountain02 data set 
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The dynamic background is pictured in the fountain02 data set for which PR 

curves are shown in Fig. 4-3, where again KDE and HD methods are winners. 

AMD is ranked third. MOG which is claimed to address multi-modal 

background has not performed well. A less area covered by P-R curve shows the 

inability of nearly all methods to perform up to the mark. 

Sofa data set is a special challenge for object detection methods in which 

intermittent object movement is pictured. Experiments show that almost all 

methods fail to give good results in this dataset. This is the research area where 

more work needs to be done. The P-R curve shown in Fig. 4-4 proves that again 

KDE is a better algorithm. 

 

 

Fig. 4-4: Precision-Recall Curve for different object detection methods for 

the sofa data set 
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Fig. 4-5: Precision-Recall Curve for different object detection methods for 

the bus station data set  

 

 

Fig. 4-6: Precision-Recall Curve for different object detection methods for 

the park data set 
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The bus station is a video sequence for shadow scenario. In this scenario, three 

algorithms namely KDE, AMD, and AM perform better than others. A high 

value of curve area suggests a better motion detection in this as compared to 

other scenarios. Park data set is related to thermal videos which are often 

appended with camouflage and reflections effects. AMD and KDE are the best-

suited methods for such types of scenario. SG and MOG again fail miserably to 

address the problem. PR curves for these scenarios are shown in Fig. 4-5 and 

Fig. 4-6 respectively. 

These results are also verified by the visual analysis of the outcomes of the 

various methods as shown in  

 

 

 

 

 

Table 4-3. Here, results obtained by eight methods are shown for two frames from 

each scenario. Two frames are not randomly selected but judiciously distant in 

series to show the effect of an experiment on a variety of frames. For each frame, 

the F1 score is also measured with respect to its ground truth. The visuals and 

F1 score concretely provide evidence that KDE methods consistently perform 

better than all other methods in every scenario. HD method has also performed 

well in nearly all scenarios except in two frames of baseline and shadow cases. 

The third ranker is AMD which has given good results especially in thermal 

imagery and shadow scenes. 

Overall AMD, AM, HD and KDE methods are better than others. But if we 

consider ET then clear-cut AMD is better than others followed by AM for real-
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time video surveillance. Researchers are advised to enhance these two simple 

but efficient methods to make them more effective in a different scenario. Also, 

spatial feature along with the temporal history of pixel need to be considered to 

design a robust but efficient method for object detection. 

4.3 DISCUSSION ON RESULTS OF COMPARATIVE ANALYSIS 

This chapter presents a comprehensive overview of different methods of object 

detection. It has also evaluated eight most cited algorithms on a benchmark 

dataset CDNet2012 consisting of six diverse scenarios. Some of the algorithms 

are very simple and fast in image processing. These methods are evaluated on 

five different parameters namely execution time, precision, recall, F1 score and 

PSNR to measure the efficiency and effectivity. P-R curves illustrated against 

different threshold values for every method in each scenario show that simple 

statistical method such as AM, AMD are both efficient and effective along with 

KDE method but later is slow in execution time. Therefore, researchers are 

suggested to find ways and means to enhance simple and efficient methods AM 

and AMD to make them more robust for real-time video surveillance. 
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CHAPTER 5 

EDGE BASED OBJECT DETECTION USING CELLULAR 

LOGIC ARRAY 

An edge, within an image, is defined as a sudden change or discontinuity in the 

intensity of a pixel. It is regarded as a boundary between the object and its 

background. The process of edge detection characterizes an image into 

important features which can be further used in image processing functions of a 

higher level. An ideal edge detection process is that which identifies less number 

of false edges or double edges and a maximum number of real edges (Canny, 

1986). The edge detector should perform equally good in different environments 

and contexts.  

5.1 EDGE BASED OBJECT DETECTION IN STILL IMAGES 

Most of edge detection programs work on pixel level by identifying the convex 

region of same gray level intensity and extracting edges by isolating pixel having 

a differing level of intensity by thresholding. Two different images may be shot 

in quite a different setup and they can differ in background intensities greatly 

due to variation in the reflectance, illumination, orientation, and depth of scene 

surfaces necessitating different values of threshold in edge detection process. 

This gives an idea that instead of fixing a single value for all types of images 

and scenarios or empirically identifying threshold values each time during edge 

detection process; a formula must be devised which is dependent on background 

intensities so that good quality edge detection can materialize every time. This 

research work presents a model toward this direction. 
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changed to 0 marking a uniform intensity region. This procedure is repeated for 

every pixel of the image resulting in creating uniform regions having a similar 

gray level. Uniform intensity levels are labeled as background pixels which 

result in edge detection in the form of differing intensity level pixels. Prof. Rajan 

has used a fixed threshold of value 20 in his work (Rajan, 1993) but we have 

experimented with adaptive thresholds. The pseudo code for global thresholding 

and local threshold procedure is given in Algorithm 5-1 and Algorithm 5-2 

respectively. 

Step 1: Create a 3*3 neighborhood scanning structure consisting of only 5-

neighborhood pixels  

Step 2: for every central_pixel (i, j) of image { 

Step 2.1: find the Mean Intensity Value of 5-neighborhood                            

pixels, set Thl= 𝛽Ilm; 𝛽 varies between 0 and 1 

Step 2.2: find Gmin = Min(5-neighborhood structure) 

Step 2.3: find Gmax = Max(5-neighborhood structure) 

Step 2.4: if diff(Gmax , Gmin) < Thl  then central_pixel (i, j) = 0 

             else Move structure to the next pixel as a central pixel. 

end for 

Algorithm 5-2: Local Threshold based edge detection 

5.2 THRESHOLD MODELING IN EDGE BASED DETECTION 

As discussed above, threshold plays a great deal in determining the quality of 

edges. Adaptive threshold values can be decided by taking Global Threshold as 

the percentage value of Mean Intensity Value of an image i.e. Global Mean 𝐼𝑔𝑚. 

We need to find out the optimal percentage value for proposing a model for 

automatic global threshold values for quality edge detection. 

𝑇ℎ𝑔𝑙𝑜𝑏𝑎𝑙 = 𝛼 × 𝐼𝑔𝑚     Eqn. (5-1) 
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Several edge detection algorithms use neighborhood principles for digital 

images to detect edges by locating edge points in the form of abrupt changes in 

gray levels. The cellular logic array processing based algorithm also uses 

neighborhood principle but in a different way. Instead of finding points of abrupt 

changes in gray levels, it locates the regions of the image where gray levels 

remain static. In this method, every pixel in digital image is investigated for its 

intensity difference with its surrounding neighbors as done in cellular logic array 

and a uniform rule is defined to work on its intensity and that rule is: “if the 

difference between maximum and minimum intensity over the neighborhood 

region is less than a threshold than the pixel value is changed to 0 otherwise it 

is changed to 255”. The threshold value may be fixed empirically or it may be 

chosen as the percentage value of Mean/Median Intensity Value of an image.  

 Step 1: Find the Mean Intensity Value Igm of image 

 Step 2: Set threshold Thg= αIgm ; α varies between 0 and 1 

 Step 3: Create a 3*3 neighborhood scanning structure consisting of 

only 5-  neighborhood pixels  

Step 4: for every central_pixel (i, j) of image { 

Step 4.1: find Gmin = Min(5-neighborhood structure) 

Step 4.2: find Gmax = Max(5-neighborhood structure) 

             Step 4.3: if diff(Gmax , Gmin) < Thg  then central_pixel (i, j) = 0 

else Move structure to the next pixel as a central pixel. 

end for 

Algorithm 5-1: Global Threshold based edge detection  

For practical implementation, the target digital image is scanned by a 3 x 3 

pixels’ window of five pixels forming convex region to find maximum and 

minimum gray level. If the difference between maximum and minimum 

intensities is less than a threshold value then the intensity of the center pixel is 
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changed to 0 marking a uniform intensity region. This procedure is repeated for 

every pixel of the image resulting in creating uniform regions having a similar 

gray level. Uniform intensity levels are labeled as background pixels which 

result in edge detection in the form of differing intensity level pixels. Prof. Rajan 

has used a fixed threshold of value 20 in his work (Rajan, 1993) but we have 

experimented with adaptive thresholds. The pseudo code for global thresholding 

and local threshold procedure is given in Algorithm 5-1 and Algorithm 5-2 

respectively. 

Step 1: Create a 3*3 neighborhood scanning structure consisting of only 5-

neighborhood pixels  

Step 2: for every central_pixel (i, j) of image { 

Step 2.1: find the Mean Intensity Value of 5-neighborhood                            

pixels, set Thl= 𝛽Ilm; 𝛽 varies between 0 and 1 

Step 2.2: find Gmin = Min(5-neighborhood structure) 

Step 2.3: find Gmax = Max(5-neighborhood structure) 

Step 2.4: if diff(Gmax , Gmin) < Thl  then central_pixel (i, j) = 0 

             else Move structure to the next pixel as a central pixel. 

end for 

Algorithm 5-2: Local Threshold based edge detection 

5.2 THRESHOLD MODELING IN EDGE BASED DETECTION 

As discussed above, threshold plays a great deal in determining the quality of 

edges. Adaptive threshold values can be decided by taking Global Threshold as 

the percentage value of Mean Intensity Value of an image i.e. Global Mean 𝐼𝑔𝑚. 

We need to find out the optimal percentage value for proposing a model for 

automatic global threshold values for quality edge detection. 

𝑇ℎ𝑔𝑙𝑜𝑏𝑎𝑙 = 𝛼 × 𝐼𝑔𝑚     Eqn. (5-1) 
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Another threshold can be a local value taken as the percentage of a local mean 

value from 5-neighborhood of five pixels which are evaluated for finding 

maximum and minimum values in CLAP algorithm. This is taken as  

𝑇ℎ𝑙𝑜𝑐𝑎𝑙 = 𝛽 × 𝐼𝑙𝑚       Eqn. (5-2) 

Six Berkeley segmentation database (BSD) images are taken for the empirical 

evaluation. There are various ground truths for a single image in BSD dataset, 

(Martin, Fowlkes, D., & Malik, 2001) but only one ground truth-extractor image 

is taken to maintain the consistency in evaluation. For every image, a hundred 

values of precision and recall are calculated using extracted edges and 

corresponding ground truths by varying global threshold or local threshold 

through percentage value 𝛼 and 𝛽 respectively. Precision and Recall based  F1 

score, performance ratio (PR) and precision-recall break-even-points (PR-BEP) 

are used to find out the optimum value of  𝛼 and 𝛽 separately for both methods. 

Performance is the ratio of the total correctly identified pixel (TP) to the total 

incorrect pixels (FP+FN) in the image. Precision, which is also called positive 

predictive value, is the percentage of retrieved instances that are relevant and on 

the other side recall (sensitivity) is pea rcentage of relevant instances that are 

retrieved. Both in combined form give a better measure which is called F1 score.  

Another popular measure for a classifier is a Precision Recall Break-Even-Point 

(PR-BEP). Normally precision and recall are opposite to each other. At threshold 

zero, recall is at unity but as threshold increases, it starts decreasing and 

precision starts increasing. PR-BEP is that threshold point, where precision and 

recall are equal. Many papers reported that it is a better measure than the F1 

score (William, 2016). The local and global threshold based CLAP methods are 

also compared by Average Recall (AR) and Average Precision (AP). 

Experiments are done using OpenCV software.  
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Another popular measure for a classifier is a Precision Recall Break-Even-Point 

(PR-BEP). Normally precision and recall are opposite to each other. At threshold 

zero, recall is at unity but as threshold increases, it starts decreasing and 

precision starts increasing. PR-BEP is that threshold point, where precision and 

recall are equal. Many papers reported that it is a better measure than the F1 

score (William, 2016). The local and global threshold based CLAP methods are 

also compared by Average Recall (AR) and Average Precision (AP). 

Experiments are done using OpenCV software.  

 

Table 5-1: Different Measures extracted by CLAP edge algorithm for 

Global Threshold, when applied on six BSD images 

 

 

 

 

 Global Threshold 

BSD 

Image No. 
AR AP 

Mean F1 

score 

Mean 

PR 

𝜶  Value for 

best measure 

𝜶𝒇𝟏𝒎 

𝜶  Value 

for PR-

BEP 

𝜶𝒃𝒆𝒑 

35010 0.273 0.539 0.287 0.234 0.07 0.17 

42049 0.235 0.576 0.274 0.225 0.03 0.11 

118035 0.219 0.525 0.248 0.190 0.05 0.11 

135069 0.255 0.645 0.312 0.272 0.05 0.8 

189011 0.154 0.432 0.158 0.103 0.08 0.10 

189080 0.175 0.474 0.169 0.110 0.10 0.13 



 

 

79 | P a g e  

 

Table 5-2: Different Measures extracted by CLAP edge algorithm for 

Local Threshold, when applied on six BSD images  

 

Table 5-1 and Table 5-2 present the results of CLAP edge algorithm for taking 

threshold from a global average of the image and from local average of 5-

neighborhood respectively. Average Recall (AR) and Average Precision (AP) 

measures and Mean Performance ratio (MPR) for both methods are displayed 

for evaluation. The local thresholding based CLAP method fares well as 

compared to global thresholding CLAP in all measures except in precision 

measure. From this fact, it can be inferred that although global thresholding 

helps in better retrieval of pixels that are relevant, local thresholding also 

retrieved a higher fraction of relevant instances. So, local thresholding is better 

than global thresholding, as it is less noisy. This can be easily verified from 

qualitative analysis of images in Fig. 5-1 by visual inspection. 

 

 

 

 Local Threshold 

BSD 

Image 

No. 

AR AP 
Mean  

F1 score 
Mean PR 

𝜷  Value for 

best measure 

𝜷𝒇𝟏𝒎 

𝜷  Value for 

PR-BEP 

𝜷𝒃𝒆𝒑 

35010 0.294 0.509 0.297 0.243 0.08 0.22 

42049 0.380 0.553 0.403 0.365 0.04 0.27 

118035 0.222 0.429 0.245 0.190 0.06 0.12 

135069 0.316 0.628 0.370 0.330 0.08 0.12 

189011 0.190 0.386 0.186 0.119 0.02 0.21 

189080 0.233 0.373 0.200 0.137 0.19 0.22 
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It is also found that there is a considerable difference between the best values of 

alpha for the highest F1 score and for the PR-BEP for each method and image 

in both cases of thresholding. In Fig. 5-1, columns (d) to (g) shows the edge 

detection for all six images for these two best values of alpha and clearly, it can 

be established that PR-BEP measure works better than the F1 score in deciding 

the threshold value for automatic edge detection. Finally, for different images, 

it is found that there is a greater spread of alpha values for both measures F1 

(a) 

BSD Sr. 

No.  

(b) 

BSD 

Image 

(c) 

Ground 

Truth 

(d) 

Global 

Threshol

d with 

𝜶𝒇𝟏𝒎 

(e) 

Local 

Threshold 

with 

𝜷𝒇𝟏𝒎 

(f) 

Global 

Thresho

ld with 

𝜶𝒃𝒆𝒑 

(g) 

Local 

Threshol

d with 

𝜷𝒃𝒆𝒑 

35010 
      

42049 
      

118035 
      

135069 
      

189011 
      

189080 

      

Fig. 5-1: Comparatively evaluation for CLAP Edge Detection with Global 

Threshold and CLAP edge detection with Local Threshold when best 

alpha is taken based on F1 score and PR-BEP. 
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score and PR-BEP. Therefore, a single value can be deduced by taking an 

average of  𝛼𝑏𝑒𝑝 of different images for automatic thresholding in local 

thresholding and global thresholding based CLAP, but we need to work further 

on this area for better results. A hybrid of global and local thresholds may also 

give better result. 

5.3 EDGE BASED OBJECT DETECTION IN VIDEO STREAMS 

Object detection is a fundamental process in the analysis of video surveillance 

systems. Several methods for object detection have been proposed in the past 

but none presents a panacea to the various problems of object detection such as 

dynamics of the scene, occlusion, shadow, ghost, interleaved movements etc. 

These methods range from a simple and fast, yet ineffective frame difference 

method to effective but more complex, time-consuming parametric or 

nonparametric methods such as MoG and KDE respectively. Many algorithms 

such as optical flow, clustering based detection are just of academic interest due 

to their unsuitability in real video streams. In between to these contrasts, there 

remain many good statistical methods which produce good results in a varying 

situation within reasonable time limits which make them easily employable in 

real time video streams. There are methods such as KDE which provides good 

quality result in a different scenario but consumes much time. On the other side, 

statistical based adaptive average or adaptive median based background 

subtraction methods are not far behind than KDE in detection quality and 

simultaneously less time consuming making them better alternative than others 

in real time video surveillance application. These methods need to be improved 

further for better results. Edges in an image being less sensitive and robust to 

noise, shadow, dynamics of scene etc. can be effectively used in conjunction 

with these methods for better object detection.      
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Differential color or intensity against the background is sufficient to identify a 

moving object in an image. Due to this simple fact, edges act as an important 

tool in motion detection. Edges are high gradient features that easily help in 

identifying smallest of movement in the image thus provide accurate and robust 

motion information. There are other features such as texture, corners which can 

be used for motion detection but these are too few and costly on computation. 

Edges on the other side are macroscopic which provide enough motion 

information. Besides this, edges are photometric and geometric invariant to 

change between contiguous frames making matching and tracking effectively. 

They also provide reliable detection due to their long extent and continuous 

contour forcing all the pixels along an edge to follow object’s motion. The edge 

pixels which are only around 5% in average of the total image also help to reduce 

the time taken for motion detection analysis. Moreover, human eyes are more 

sensitive to object edges than other image characteristics making them ideal for 

detection of objects in motion.    

5.4 CELLULAR AUTOMATA BASED EDGED BACKGROUND 

SUBTRACTION METHODS FOR MOTION OBJECT 

DETECTION  

Moving objects in a video can be obtained by taking the threshold of difference 

of contiguous frames but the slow frame rate and dynamic background may 

create problems. To avoid these, a reference background image is created from 

initial frames and then continuously updated with running mean (Adaptive Mean 

– AM) or median (Adaptive Median- AMD) methods. In edge based motion 

detection scheme, only edges of moving objects are detected.  An edge by virtue 

of its characteristics is robust to noise but an edge should be continuously giving 

a clear contour for foreground image detection. In BGS methods of AM and 

AMD, the moving edges can be extracted at three points. One way of getting 

edge map is by taking the difference of two edge map of CF and BF respectively. 
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The second option is to get the difference first and then apply edge algorithm. 

The third option is to threshold the difference and then take edge map for post-

processing functions of the median filter and fill function. Out of these three 

methods, the second option gave better result in experiments. BF is modeled as 

usual using running means and running median methods as the case may be.  

The difference of edge map can be computed using standard edge detectors such 

as Canny or Sobel or CLAP edge detector and it is subsequently thresholded 

optimally to avoid noise in motion frame. Choosing an optimal threshold is 

crucial in these methods. The threshold value is modeled as a percentage value 

of global mean or local mean. Global thresholding can be assessed from the 

global mean of the image, while local thresholding can be determined separately 

for each pixel by taking it as the percentage (alpha) of the mean intensity value 

of local region surrounding the pixel. A single value of alpha can be determined 

for the automatic edge detection for all images but wider spread in the range of 

these values may limit us in this approach. Local thresholding based CLAP has 

given slightly better empirical results in still images as explained in the previous 

section.   
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Fig. 5-2: Process Flow of CLAP-EDGE BGS Method  
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Step1: 

(Fix Threshold) 

Set 𝑇ℎ = 20 ;     OR 

(Global Thresholding- Th is defined as a percentage of global average)  

Find the average of the image as 𝐼𝑔𝑚 and Set 𝑇ℎ =  𝛼 × 𝐼𝑚 ; where α ϵ [0, 1]  

OR 

(Local threshold- Th is defined as a percentage of local block average) 

Create 16× 16 blocks of the image I and then replicate to recreate the image 

having uniform average intensity block of equal size called 𝐼𝑙𝑚. and Set 𝑇ℎ =

 𝛽 × 𝐼𝑙𝑚 ; where 𝛽 ϵ [0, 1]  

Step2: (CLAP_EDGE) 

for the current frame image, scan 5-neighborhood for minimum and maximum 

intensity value Gmin and Gmax using the difference between I and background B 

in the following way: 

Step2.1: Calculate I_N, I_E, I_S, I_W, by shifting I in four directions 

(viz. North, East, South, and West). 

Step 2.2: Also calculate B_N, B_E, B_S, B_W by shifting B in four 

directions. 

Step 2.3: Find  𝐺𝑚𝑖𝑛 = min(𝑎𝑏𝑠(𝐼 − 𝐵), 𝑎𝑏𝑠(𝐼_𝑁 − 𝐵_𝑁), 𝑎𝑏𝑠(𝐼_𝐸 −

𝐵_𝐸), 𝑎𝑏𝑠(𝐼_𝑆 − 𝐵_𝑆), 𝑎𝑏𝑠(𝐼_𝑊 − 𝐵_𝑊) )  

Step 2.4: Find  𝐺𝑚𝑎𝑥 = max(𝑎𝑏𝑠(𝐼 − 𝐵), 𝑎𝑏𝑠(𝐼_𝑁 − 𝐵_𝑁), 𝑎𝑏𝑠(𝐼_𝐸 −

𝐵_𝐸), 𝑎𝑏𝑠(𝐼_𝑆 − 𝐵_𝑆), 𝑎𝑏𝑠(𝐼_𝑊 − 𝐵_𝑊) )  

 Step 2.5: if 𝑑𝑖𝑓𝑓(𝐺𝑚𝑎𝑥 , 𝐺𝑚𝑖𝑛)  <  𝑇ℎ  then 𝐼(𝑖,𝑗) = 0 

              else 𝐼(𝑖,𝑗) = 255  

              end if 

end for 

Algorithm 5-3: The CLAP Algorithms for edge detection method 
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Step 1: Create an average image BG with some initial frames. 

Step 2: For each of remaining frame say 𝐶𝐹 

Step 2.1: Find Difference 𝐷 =  (𝐶𝐹 − 𝐵𝐺) 

Step 2.2: Find edge map  

𝐸𝑀 = 𝐶𝐿𝐴𝑃_𝐸𝐷𝐺𝐸(𝑎𝑏𝑠 (𝐷)) 

Step 2.3: Find foreground 𝐹𝐺(𝐸𝑀 > 𝑇ℎ) = 255 

Step 2.4: Update BG with the following equations: 

(For AM) 𝐵𝐺 = 𝜀 × 𝐶𝐹 + (1 − 𝜀) × 𝐵𝐺  OR 

(For AMD) 𝐵𝐺(𝐷 > 0) =  𝐵𝐺(𝐷 > 0) + 1; 

                    𝐵𝐺(𝐷 < 0) =  𝐵𝐺(𝐷 < 0) − 1; 

End For 

Algorithm 5-4: BGS algorithm with CLAP_EDGE 

5.5 RESULTS OF CLAP-EDGE BASED EDGE DETECTION 

METHODS  

5.5.1 Preliminary Investigation 

In the preliminary investigation, the CLAP algorithm is implemented in 

MATLAB on an i3 processor 2.4GHz 4GB main memory system. For 

preliminary experimentation, one baseline scenario from CDnet2012 is taken to 

validate the results of the proposed algorithm with basic BGS algorithms. An 

adaptive edge detection method is used in which threshold for edge detection is 

not fixed but taken as a factor of average image intensities. This effect is 

represented and discussed in the results. Precision, Recall, and PSNR metrics 

are used to measure the quality of detection. Absolute time is also measured as 

frame processing time per second. Precision-Recall (PR) curve is drawn to find 

out the effect of different threshold on the outcome. 
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Table 5-3 Results for Adaptive Mean BGS Method and Global CLAP edge 

based Adaptive Mean Method 

THRES- 

HOLD 

Basic Mean Method Global CLAP Mean Method 

Prec. Rec. 

F1-

Score PSNR 

Time 

(s) Prec. Rec. 

F1-

Score PSNR 

Time 

(s) 

5 0.218 0.985 0.357 5.542 0.022 0.455 0.967 0.619 10.413 0.035 

10 0.422 0.935 0.581 10.150 0.015 0.674 0.922 0.778 14.719 0.031 

15 0.566 0.879 0.689 12.918 0.012 0.798 0.873 0.834 16.995 0.033 

20 0.683 0.824 0.747 14.844 0.012 0.866 0.823 0.844 17.942 0.033 

25 0.789 0.769 0.779 16.214 0.012 0.913 0.768 0.834 18.172 0.032 

30 0.871 0.716 0.786 16.890 0.012 0.943 0.705 0.807 17.900 0.034 

35 0.923 0.665 0.773 17.011 0.010 0.963 0.643 0.771 17.406 0.032 

40 0.955 0.618 0.751 16.846 0.010 0.977 0.585 0.732 16.887 0.032 

45 0.976 0.574 0.723 16.569 0.012 0.987 0.531 0.691 16.418 0.028 

50 0.989 0.532 0.692 16.244 0.014 0.995 0.482 0.649 16.020 0.029 

 

 

Fig. 5-3: P-R curves for Adaptive Mean BGS method and Edge-Based 

Adaptive Mean Methods 
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The research work implements and evaluates existing popular methods Sobel 

and Canny along with the proposed CLAP based edge detection algorithm for 

the purpose of detecting moving objects in video streams. The effectivity of 

these methods is measured on two scales, time and quality as explained in 

chapter 3. A post-processing median filter with the 5×5 neighborhood is used 

for spurious noise removal. Several challenging scenarios are used to test the 

proposed method on a larger scale with an adaptive threshold. The whole scheme 

of CLAP based edge detection BGS method is shown as a flowchart in Fig. 5-2. 

The pseudo code for the proposed CLAP algorithm is revealed in Algorithm 

5-3 and Algorithm 5-4.  

Table 5-3 and Table 5-4 show the results obtained for basic method AM and 

AMD respectively and CLAP methods for different thresholds when applied on 

highway data set. Based on these table data, the PR curves are drawn for AM 

and AMD methods both as shown in Fig. 5-3 and Fig. 5-4. Clearly CLAP based 

edge detection methods are superior to other methods. Sobel and Canny based 

edge methods’ results are also shown in the PR curves. Canny and Sobel 

methods are very high in precision but miserably fail to recall the true positives. 

The very reason for this may be due to its broken boundaries while the CLAP 

extracts continuous contours which are easy to fill as a segment and are better in 

results. The CLAP results have surpassed basic method where the whole image 

is extracted as it is, instead of edges but it consumes nearly 50% more processing 

time than. So preliminary investigation on a single scenario suggests better 

results but more experiments need to be done before making a general statement. 

A snapshot of the visual output of the AM BGS experiment is displayed in Fig. 

5-5. 
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Table 5-4: Results for Median BGS Method and CLAP Median Method 

TH Basic Median Method CLAP Median Method 

 
Prec. Rec. 

F1-

Score PSNR 

Time 

(s) Prec. Rec. 

F1-

Score PSNR 

Time 

(s) 

5 0.517 0.964 0.673 11.902 0.018 0.594 0.953 0.732 13.257 0.032 

10 0.751 0.903 0.820 16.193 0.013 0.810 0.899 0.852 17.315 0.031 

15 0.851 0.853 0.852 17.795 0.012 0.894 0.857 0.875 18.772 0.029 

20 0.913 0.806 0.856 18.454 0.012 0.937 0.817 0.873 19.227 0.032 

25 0.951 0.759 0.844 18.523 0.011 0.963 0.771 0.857 19.086 0.031 

30 0.974 0.713 0.823 18.231 0.012 0.978 0.721 0.830 18.598 0.028 

35 0.985 0.669 0.797 17.773 0.012 0.987 0.670 0.798 17.957 0.030 

40 0.991 0.627 0.768 17.294 0.013 0.992 0.620 0.763 17.354 0.028 

45 0.994 0.586 0.738 16.845 0.011 0.995 0.571 0.726 16.791 0.028 

50 0.997 0.547 0.707 16.439 0.011 0.997 0.527 0.689 16.333 0.029 

 

 

Fig. 5-4: Results for Adaptive Median BGS method and Edge-Based 

Adaptive Median Methods 
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Fig. 5-5: A snapshot of BGS output with different Edge detection 

algorithms  

5.5.2 Comparative Evaluation of Edge based Object Detection Algorithm 

In detail investigation of edge-based detection, we have tested CLAP based BGS 

methods for different types of threshold values viz. fixed threshold, global 

adaptive threshold and local adaptive threshold. These three variants are 

compared with the basic method as well as with Sobel and Canny edge detectors. 

There are two BGS methods; AM and AMD, and six scenarios resulting total 12 

PR curves charts. In each PR curve chart six algorithms namely basic BGS, 

Sobel Edge, Canny Edge and three flavors of CLAP edge (fixed, local and global 

threshold) are included. Fig. 5-6 to Fig. 5-10 are for edge-based AM method and 

Fig. 5-11 to Fig. 5-16 are for edge-based AMD method. 

 

Frame  658 of 1700 Background Ground Truth

Basic Sobel Canny

Global CLAP Local CLAP Fixed CLAP
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Fig. 5-6: Precision Recall Curve for different Edge based AM object 

detection methods for Highway data set 

 

 

Fig. 5-7: Precision Recall Curve for different Edge based AM object 

detection methods for Badminton data set 



 

 

92 | P a g e  

 

 

 

Fig. 5-8: Precision Recall Curve for different Edge based AM object 

detection methods for Fountain02 Dataset data set 

 

 

Fig. 5-9: Precision Recall Curve for different Edge based AM object 

detection methods for Sofa data set 
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Fig. 5-10: Precision Recall Curve for different Edge based AM object 

detection methods for Bus Station data set 

 

 

Fig. 5-11: Precision Recall Curve for different Edge based AM object 

detection methods for Park data set 
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Fig. 5-12: Precision Recall Curve for different Edge based AMD object 

detection methods for Highway data set 

 

 

Fig. 5-13: Precision Recall Curve for different Edge based AMD object 

detection methods for Badminton data set 
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Fig. 5-14: Precision Recall Curve for different Edge based AMD object 

detection methods for Fountain02 Dataset data set 

 

Fig. 5-15: Precision Recall Curve for different Edge based AMD object 

detection methods for Sofa data set 
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Fig. 5-16: Precision Recall Curve for different Edge based AMD object 

detection methods for Bus Station data set 

 

 

Fig. 5-17: Precision Recall Curve for different Edge based AMD object 

detection methods for Park data set 
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In most of the scenarios except camera jitter and dynamic background, there are 

improvements in quality detection if basic BGS and CLAP_EDGE BGS are 

compared, but when other standard edge extraction methods Sobel and Canny 

are considered and compared with CLAP_EDGE methods there is remarkable 

performance achieved by the CLAP based method. Besides this, we have also 

observed that Canny also takes nearly 2 to 3 times more average time of 

processing than CLAP method, making it unsuitable for real-time video 

surveillance environment. Another observation is that there is no remarkable 

difference in performance among three flavors of CLAP_EDGE detection 

methods. In paper (Singh, Prasad, Srivastava, & Bhattacharya, 2017), we have 

reported that local thresholding provided better result for edge detection from an 

image, where threshold is taken as percentage average of 5-neighborhood but in 

motion detection due to speed consideration of algorithm, we have taken average 

of larger block which may result in similar performance in all the three variants.    

5.6 DISCUSSION ON RESULTS OF CLAP-EDGE BASED EDGE 

DETECTION METHODS 

This chapter empirically evaluates five edge based background subtraction 

algorithms with basic AM and AMD BGS algorithm. Improvement in detection 

quality is noticed as compared to basic algorithms in baseline and intermittent 

object motion scenarios, but failed to register improvement in camera jitter and 

dynamic background scenarios. It is observed that CLAP-EDGE methods failed 

to model multimodal background. These algorithms are simply acting as de-

noising filters, but in comparison to other traditional edge algorithms, the CLAP-

EDGE based detection methods performed far better. It is also observed that 

local thresholding need smaller 5-neighborhood blocks for better performance 

which need to be evaluated further.  
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CHAPTER 6 

LOCAL NEIGHBORHOOD DIFFERENCE BASED OBJECT 

DETECTION USING CELLULAR LOGIC ARRAY 

This work proposes a novel scheme of “local neighborhood differencing” for 

finding the difference between the current frame and the current background 

image in BGS methods. It further validates the proposed methodology 

empirically on six sequences of a benchmarked dataset. 

6.1 The Methodology- Local Neighborhood Differencing (LND) 

In the methods described in previous chapters, the difference between two 

consecutive frames (in case of FD) or between the current frame I and 

background B is computed using the corresponding pixels (𝑥, 𝑦)  only as shown 

in Eqn. (1-2). The LND based methodology suggests to consider 9-

neighborhood of a pixel while taking dithe fference. Instead of subtracting two 

corresponding pixels in I and B, it requires to subtract the average of 9-

neighborhood of corresponding pixels to determine difference 𝐷𝑖𝑓𝑓(𝑥, 𝑦) as 

calculated in Eqn. (6-1). 

𝐿𝑁𝐷(𝑥, 𝑦) =  
1

9
∑ ∑ 𝑎𝑏𝑠(𝐼𝑡(𝑖, 𝑗) − 𝐵𝑡(𝑖, 𝑗))

𝑗=𝑦+1

𝑗=𝑦−1

𝑖=𝑥+1

𝑖=𝑥−1

 

Eqn. (6-1) 

To make it more clear, let us take an example in which matrix I is the current 

image of 8×8 and B is Background of 8×8 and a duplicate border makes these 
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images of 10×10 size for LND processing as shown in Fig. 6-1 and Fig. 6-2 

respectively. 

 Fig. 6-1: The Current frame I 

Fig. 6-2: The Current Background B 

The simple difference can be achieved by pixel to pixel subtraction between two 

images, but LND suggests that in order to calculate the difference of a particular 

pixel say 3rd row and 4th column (3,4) we must find the difference of the 

 1 2 3 4 5 6 7 8 9 10 

1 104 104 58 60 49 52 58 61 59 59 

2 104 104 58 60 49 52 58 61 59 59 

3 87 87 41 42 38 39 45 54 48 48 

4 83 83 34 32 32 34 36 46 43 43 

5 155 155 65 31 37 36 39 40 42 42 

6 118 118 31 55 58 60 64 62 62 62 

7 121 121 58 66 73 76 79 81 76 76 

8 128 128 106 98 103 104 101 109 101 101 

9 138 138 130 124 120 119 118 123 121 121 

10 138 138 130 124 120 119 118 123 121 121 

 1 2 3 4 5 6 7 8 9 10 

1 75 75 69 76 74 74 78 80 82 82 

2 75 75 69 76 74 74 78 80 82 82 

3 64 64 56 62 61 62 67 69 71 71 

4 60 60 51 54 55 58 61 63 65 65 

5 143 143 75 49 58 59 62 65 67 67 

6 110 110 58 80 73 72 74 77 78 78 

7 116 116 79 94 87 87 88 90 89 89 

8 132 132 114 117 113 112 113 114 111 111 

9 144 144 132 131 128 127 128 127 124 124 

10 144 144 132 131 128 127 128 127 124 124 
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corresponding 9-neighborhood of the pixel and then averaging it out to 

determine the difference. For example, the simple absolute difference d of the 

pixel (3, 4) is  

𝐷𝑖𝑓𝑓(3,4) = 𝑑(3,4) = 𝑎𝑏𝑠(42 − 62) = 20   Eqn. (6-2) 

Fig. 6-3: LND of the current Frame I and the current Background B 

LND is an average difference of 9-neighborhood of (3, 4) pixel which is shown 

in gray color in Fig. 6-1 and Fig. 6-2. According to Eqn. (6-1), the average 

difference of pixel (3,4) is calculated as 

𝐿𝑁𝐷(3,4) =  
𝑑(2,3)+𝑑(2,4)+𝑑(2,5)+𝑑(3,3)+𝑑(3.4)+𝑑(3.5)+𝑑(4,3)+𝑑(4,4)+𝑑(4,5)

9
          

i.e.   𝐿𝑁𝐷(3,4) =  
11+16+25+15+20+23+17+22+23

9
= 19.11 

Our hypothesis is that LND can effectively avoid sporadic noise to become a 

part of motion frame because if in a 9 neighborhood only one or two pixels are 

changed due to error, the average difference of the total neighborhood will be 

 1 2 3 4 5 6 7 8 9 10 

1           

2  
22.11 18.89 18.00 21.33 22.44 20.22 20.44 21.22 

 

3  
21.44 19.56 19.11 22.00 23.00 20.78 20.67 20.78 

 

4  
17.56 17.78 18.78 21.89 23.00 21.89 21.89 21.89 

 

5  
15.56 18.00 19.78 20.33 19.56 19.33 19.78 20.33 

 

6  
12.00 17.11 19.89 18.56 15.33 15.22 16.11 17.44 

 

7  
10.00 16.11 18.56 15.78 11.22 10.11 11.00 11.89 

 

8  
6.78 11.11 13.00 12.56 10.00 8.44 8.33 7.78 

 

9  
4.89 6.78 7.89 9.22 9.11 7.67 6.78 5.00 

 

10           
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still less than threshold and pixel in consideration can’t be designated as a part 

of foreground.  

LOCAL_NEIGHBORHOOD_DIFF(I, B) 

for every pixel (i, j) of current frame image I and background B 

scan 9-neighborhood for finding average difference intensity value of the 

neighborhood 

𝐺𝑎𝑣𝑔 =  
1

9
∑ ∑ 𝑎𝑏𝑠(𝐼𝑟,𝑐 − 𝐵𝑟.𝑐)

𝑗+1

𝑐=𝑗−1

𝑖+1

𝑟=𝑖−1

 

 end for 

Algorithm 6-1: The LOCAL_NEIGHBORHOOD _DIFF Algorithm 

 

 Step 1: Create an average image B with some initial frames. 

Step 2: For each of remaining frame say 𝐼 

Step 2.1: Find Difference  

𝐷𝑖𝑓𝑓 = 𝐿𝑂𝐶𝐴𝐿_𝑁𝐸𝐼𝐺𝐻𝐵𝑂𝑅𝐻𝑂𝑂𝐷_𝐷𝐼𝐹𝐹 (𝐼, 𝐵) 

Step 2.3: Find foreground 𝐹𝐺(𝐷𝑖𝑓𝑓 > 𝑇ℎ) = 255 

Step 2.4: Update BG with the following equations: 

(For AM)             𝐵 = 𝜀 × 𝐼 + (1 − 𝜀) × 𝐵 

where 𝜀 is frame refreshing rate.  

OR 

(For AMD)             𝐵(𝐷𝑖𝑓𝑓 > 0) =  𝐵(𝐷𝑖𝑓𝑓 > 0) + 1; 

𝐵(𝐷𝑖𝑓𝑓 < 0) =  𝐵(𝐷𝑖𝑓𝑓 < 0) − 1; 

End For 

Algorithm 6-2: BGS algorithm with CLAP_NEIGHBORHOOD _DIFF 
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Table 6-1: Comparison of Basic AM and LND_AM method with fixed 

Threshold (FT) and Adaptive Threshold(AT)  for the best threshold value 

Scenarios 

Basic 

adaptive 

Mean with 

Fix 

Threshold 

LND 

adaptive 

Mean with 

Fix 

Threshold 

%
  

Im
p

ro
v

em
en

t Basic 

adaptive 

Mean with 

Adaptive 

Threshold 

LND 

adaptive 

Mean with 

Adaptive 

Threshold 

%
  

Im
p

ro
v

em
en

t 

Highway 0.7857 0.8225 
4.7% 

0.7869 0.8237 
4.7% 

Badminton 0.5719 0.5751 0.6% 0.5718 0.5750 0.6% 

Fountain02 0.7275 0.7712 6.0% 0.7274 0.7719 6.1% 

Sofa 0.4688 0.4825 2.9% 0.4692 0.4824 2.8% 

Bus Station 0.7176 0.7214 0.5% 0.7155 0.7183 0.4% 

Park 0.7052 0.7188 
1.9% 

0.7058 0.7211 
2.2% 

 

Table 6-2: Comparison of Basic AMD and LND_AMD method with fixed 

Threshold (FT) and Adaptive Threshold(AT) for the best threshold value 

Scenarios 

Basic 

adaptive 

Median 

with Fix 

Threshold 

LND 

adaptive 

Median 

with Fix 

Threshold 

%
  

Im
p

ro
v

em
en

t 

Basic 

adaptive 

Median 

with 

Adaptive 

Threshold 

LND 

adaptive 

Median 

with 

Adaptive 

Threshold 

%
  

Im
p

ro
v

em
en

t 

High Way 0.8558 0.8879 3.8% 0.8565 0.8891 3.8% 

Badminton 0.5677 0.5679 0.0% 0.5675 0.5677 0.0% 

Fountain02 0.6960 0.7436 6.8% 0.7096 0.7522 6.0% 

Sofa 0.4948 0.5201 5.1% 0.4988 0.5222 4.7% 

Bus station 0.7124 0.7357 3.3% 0.7130 0.7247 1.6% 

Park 0.7435 0.7593 2.1% 0.7421 0.7569 2.0% 
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6.2 LND BASED OBJECT DETECTION 

In order to extract motion from the current frame I, a BGS method subtracts the 

background frame B from the current frame I. The LND based object detection 

method requires to use local neighborhood difference as explained in the 

previous section. The algorithm for finding LND is given in Algorithm 6-1 

which is subsequently used in AM or AMD BGS method as depicted in 

Algorithm 6-2. 

 

 

Fig. 6-4: Precision Recall Curve for LND based Adaptive Mean object 

detection methods for Highway data set 
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Fig. 6-5: Precision Recall Curve for LND based Adaptive Mean object 

detection methods for Badminton data set 

 

 

Fig. 6-6: Precision Recall Curve for LND based Adaptive Mean object 

detection methods for Fountain02 Dataset data set 
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Fig 6-7: Precision Recall Curve for LND based Adaptive Mean object 

detection methods for Sofa data set 

 

Fig. 6-8: Precision Recall Curve for LND based Adaptive Mean object 

detection methods for Bus Station data set 
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Fig. 6-9: Precision Recall Curve for LND based Adaptive Mean object 

detection methods for Park data set 

6.3 RESULTS OF LND BASED METHODS 

Experimental setup and benchmark test data are same as explained in chapter 3. 

Two basic BGS methods; AM and AMD are tested for six sequences for the 

proposed method to generate total 12 P-R charts. In each chart, four algorithms 

namely basic BGS with fixed thresholding (Basic_AM_FT), basic BGS with 

adaptive thresholding (Basic_AM_AT), LND based BGS with fixed 

thresholding (LND_AM_FT) and LND based BGS with adaptive thresholding 

(LND_AM_AT) are represented. Fig. 6-4 to Fig. 6-9 are for AM methods and 

Fig. 6-10 to Fig. 6-15 are for AMD methods. 

Table 6-1 and  

Table 6-2 display F1 score for all the four type variations of Adaptive Mean and 

Adaptive Median BGS methods respectively. The last column of each table 
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registers the percentage improvement achieved between basic method and LND 

based method with a fixed threshold.    

In most of the scenarios, there is only a minor improvement if basic fixed 

threshold BGS and adaptive threshold basic BGS methods are compared. There 

is a very minor improvement with a global adaptive threshold, but when LND 

method is used in basic BGS method, notable improvement ranging from 4% to 

7% is achieved in both Mean and Median methods for baseline and dynamic 

background sequence. For other sequences, the improvement is between 1% to 

3%.  Camera Jitter is the only scenario which doesn’t register any improvement 

due to the definite multimodal background which is difficult to address by single 

modal methods such as AM and AMD.  

 

 

Fig. 6-10: Precision Recall Curve for LND based Adaptive Median object 

detection methods for Highway data set 
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Fig. 6-11: Precision Recall for LND based Adaptive Median object 

detection methods for Badminton data set 

 

 

Fig. 6-12: Precision Recall Curve for LND based Adaptive Median object 

detection methods for Fountain02 Dataset data set 
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Fig. 6-13: Precision Recall Curve for LND based Adaptive Median object 

detection methods for Sofa data set 

 

 

Fig. 6-14: Precision Recall Curve for LND based Adaptive Median object 

detection methods for Bus Station data set 
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Fig. 6-15: Precision Recall Curve for LND based Adaptive Median object 

detection methods for Park data set 

The proposed LND scheme is somewhat less efficient if time constraint is 

considered in the real time videos surveillance system. In these experiments, the 

LND difference has been calculated by processing frames on pixel level. To 

make this scheme efficient, we must devise a frame level processing of the LND 

scheme. Improvements in the range of 3% to 7% have been registered by the 

LND scheme as compared to basic methods in single modal background 

scenarios. It also investigated the effect of global adaptive threshold in 

foreground detection as compared to a fixed threshold. It also identified that the 

LND scheme needs to be further improved by devising a method which works 

at frame level processing to be employable in real-time video surveillance and 

analytics.   
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6.4 LND BASED OBJECT DETECTION USING CLAP 

This section describes a methodology for implementing LND using CLAP. For 

proper understanding the proposed methodology, let us define some terms used 

in this section. Initially, we have a live streaming of video taken from 

surveillance cameras. Every camera takes pictures of the scene at a predefined 

frame rate. The current frame is denoted as CF. A digital image I is characterized 

by discrete space defined by the number of rows and columns. A space occupied 

by a particular row r and column c in I is called a pixel (r, c) and it contains a 

vector of three discrete values representing illumination intensity of basic colors; 

Red, Blue, and Green which is called pixel’s intensity denoted by 𝐼𝑟,𝑐. In a 

monochrome frame, a pixel contains only one value of gray intensity again 

represented by 𝐼𝑟,𝑐. In object detection methods, we have used only monochrome 

intensity.  

The proposed methodology modifies the difference computing procedure of 

basic BGS methods. In basic methods, only the absolute difference of 

corresponding pixels in the current frame and background is considered but no 

local neighborhood is considered. The pixel level processing scans every pixel 

to find the sum of absolute difference of corresponding local neighborhood of 

pixel (i, j) of the current frame and the background frame. This type of scanning 

is very time-consuming making the whole concept irrelevant to video 

surveillance.  

The CLAP can help us in this because it does processing on the frame level. The 

frame I and frame B  is shifted in all the eight directions by duplicating borders 

and then corresponding directional frames are subtracted as illustrated in 

Algorithm 6-3. Finally, the average difference is computed from this 

summation which is thresholded to detect objects in motion. This is the only 
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difference between basic AM and CLAP modified AM which is deployed in 

Algorithm 6-4. The process flow of CLAP-LND method is shown in Fig. 6-16. 

   

Fig. 6-16: Process Flow of CLAP based LND BGS method 
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CLAP__NEIGHBORHOOD_DIFF(I, B) 

for the current frame image, I and background B 

      calculate I_N, I_NE, I_E, I_SE, I_S, I_SW, I_W, I_NW by shifting I in all 

eight directions. 

      calculate B_N, B_NE, B_E, B_SE, B_S, B_SW, B_W, B_NW by shifting B 

in all eight directions. 

𝐺𝑎𝑣𝑔 =  
1

9
∑ 𝑎𝑏𝑠(𝐼𝑑 − 𝐵𝑑)

𝑁𝑊

𝑑=𝑁

 

where d represents all eight directions including self in the 9-neighborhood. 

Algorithm 6-3: The CLAP_NEIGHBORHOOD _DIFF Algorithm 

 

Step 1: Create an average image BG with some initial frames. 

Step 2: For each of remaining frame say 𝐶𝐹 

Step 2.1: Find Difference  

𝐷𝑖𝑓𝑓 = 𝐶𝐿𝐴𝑃_𝑁𝐸𝐼𝐺𝐻𝐵𝑂𝑅𝐻𝑂𝑂𝐷_𝐷𝐼𝐹𝐹 (𝐶𝐹, 𝐵𝐺) 

Step 2.3: Find foreground 𝐹𝐺(𝐷𝑖𝑓𝑓 > 𝑇ℎ) = 255 

Step 2.4: Update BG with the following equations: 

(For AM)             𝐵𝐺 = 𝜀 × 𝐶𝐹 + (1 − 𝜀) × 𝐵𝐺 

where 𝜀 is frame refreshing rate. 

OR 

(For AMD)          𝐵𝐺(𝐷𝑖𝑓𝑓 > 0) =  𝐵𝐺(𝐷𝑖𝑓𝑓 > 0) + 1; 

             𝐵𝐺(𝐷𝑖𝑓𝑓 < 0) =  𝐵𝐺(𝐷𝑖𝑓𝑓 < 0) − 1; 

Algorithm 6-4: BGS algorithm with CLAP_NEIGHBORHOOD _DIFF 
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6.5 RESULTS OF CLAP-LND BASED METHODS 

To prove the CLAP LND methodology, experiments are performed using 

MATLAB programming and image processing functions on an Intel i3 4GB 

system. “CDnet2012” is used as test data. Test data contains six scenarios 

involving several sequences having a different number of frames of different 

sizes and mimics the challenges thrown by a real video surveillance system such 

as camera jittering, shadow dynamic background, intermittent object motion and 

thermal imagery scenes.  In each sequence, some of the video frames are 

identified as initial training frame used for initial background modeling. For our 

experimentations and result validation we have selected six video sequences; 

Highway (HW), Badminton (BM), Fountain02 (FT), Sofa (SF), bus station (BS) 

and park (PK), one each from every scenario. With every sequence, ground 

truths are also given to calculate Precision and Recall metrics for existing as well 

as the proposed methods.  

 

Fig. 6-17: A snapshot of AM BGS output with basic and CLAP based 

Local Neighborhood Differencing Method 
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Table 6-3: Comparison of Basic AM and CLAP_LND_AM method 

Scenario 
Best 

Th 

Basic_MEAN CLAP_LND_MEAN_BGS %Improve- 

ment in F1 

Score 

F1-

Score 
Time (s) F1-Score Time (s) 

Highway 30 0.7857 0.011 0.8225 0.016 
4.7% 

Badminton 35 0.5719 0.050 0.5751 0.098 0.6% 

Fountain02 25 0.7275 0.18 0.7712 0.032 6.0% 

Sofa 15 0.4688 0.12 0.4825 0.019 2.9% 

Bus Station 10 0.7176 0.14 0.7214 0.024 0.5% 

Park 15 0.7052 0.17 0.7188 0.029 1.9% 

 

Table 6-4: Comparison of Basic AMD and CLAP_LND_AMD method 

Scenario 
Best 

Th 

Basic_MEDIAN_BGS CLAP_LND_MEDIAN_BGS 
%Improve- 

ment in F1 

Score 
F1-Score Time (s) F1-Score Time (s) 

Highway 20 0.8558 0.013 0.8879 0.019 3.8% 

Badminton 35 0.5623 0.050 0.5646 0.089 0.4% 

Fountain02 20 0.7100 0.020 0.7455 0.030 5.0% 

Sofa 10 0.4948 0.012 0.5201 0.019 5.1% 

Bus Station 5 0.7124 0.014 0.7357 0.022 3.3% 

Park 10 0.7435 0.017 0.7593 0.025 2.1% 

 

Total ten results in a set of {Pr, Re, F1, Time} are obtained for each method AM 

and AMD and data sequence against ten threshold values which are taken in the 

interval of 5 to 50 with a step size of 5. In addition to these threshold values, two 

extremes of 0 and 255 are also taken to draw Precision-Recall curves (PR 

curves). These curves represent the quality of motion detection. The higher area 

under PR curves indicates better method.  These curves are shown in Fig. 6-18 
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to Fig. 6-23. An integrated measure F1 which is harmonic mean of precision and 

recall is computed to show the combined effect. Higher values of F1 means 

better detection results. A snapshot of the visual output of the basic and CLAP 

based AM BGS method for the fountain02 sequence is displayed in Fig. 6-17.  

Table 6-3 and Table 6-4 presents the results for AM and AMD method 

respectively. In each table, basic and CLAP modified methods are compared 

with the help of F1 score metric and time taken. Percentage improvement for 

each scenario is also registered in both BGS methods. The CLAP based methods 

have registered noteworthy improvement in almost all scenarios. Only camera 

jitter scenario-based video sequence BM registers an insignificant improvement. 

This may be due to the limitation of basic BGS algorithms AM and AMD which 

are incapable of handling of multimodal background. PR curves are drawn for 

each scenario. Each chart draws PR curves for four algorithms namely 

AdaptiveMeanBasic, AdaptiveMeanCLAP, AdaptiveMedianBasic, 

AdaptiveMedian CLAP. The CLAP based algorithms always covered higher 

area under PR curves than corresponding basic methods. This validates our 

tabulated results. 

 

Table 6-5: Comparison of execution time frame for basic, CLAP LND and 

Non-CLAP LND based AM method 

Scenarios Parameters 

Basic 

AM 

Method  

CLAP based 

LND AM 

Method  

Non-CLAP 

based LND 

AM Method  

Highway  

Time Taken per frame(s) 0.0104 0.0154 0.0234 

Time in access of basic method 0% 49% 126% 

Badminton 

Time Taken per frame(s) 0.0501 0.0970 0.1203 

Time in access of basic method 0% 94% 140% 

Fountain2  Time Taken per frame(s) 0.0183 0.0315 0.0424 
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Time in access of basic method 0% 72% 131% 

Sofa  

Time Taken per frame(s) 0.0119 0.0191 0.0292 

Time in access of basic method 0% 60% 145% 

Bus Station  

Time Taken per frame(s) 0.0143 0.0236 0.0337 

Time in access of basic method 0% 64% 135% 

Park  

Time Taken per frame(s) 0.0167 0.0292 0.0401 

Time in access of basic method 0% 75% 140% 

 

Table 6-6: Comparison of execution time frame for basic, CLAP LND and 

NON-CLAP LND based AMD method 

Scenarios Parameters 

Basic 

AMD 

Method  

CLAP based 

LND AMD 

Method  

Non_CLAP 

based LND 

AMD Method  

Highway  

Time Taken per frame(s) 0.0130 0.0193 0.0259 

Time in access of basic 

method 
0% 86% 150% 

Badminton 

Time Taken per frame(s) 0.0503 0.0892 0.1156 

Time in access of basic 

method 
0% 78% 131% 

Fountain2  

 

Time Taken per frame(s) 0.0198 0.0295 0.0391 

Time in access of basic 

method 
0% 61% 114% 

Sofa  

Time Taken per frame(s) 0.0124 0.0193 0.0251 

Time in access of basic 

method 
0% 61% 110% 

Bus Station  

Time Taken per frame(s) 0.0137 0.0216 0.0289 

Time in access of basic 

method 
0% 51% 102% 

Park  

Time Taken per frame(s) 0.0169 0.0252 0.0362 

Time in access of basic 

method 
0% 51% 116% 
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The comparison is also made by observing the absolute time taken per frame to 

process using basic, CLAP and non-CLAP method for AM and AMD 

respectively in Table 6-5 and  

Table 6-6. In each case, CLAP method consumes high processing time (nearly 

50%-70% in access of basic method) but this is still within the comfortable range 

(except BM sequence) of real-time video surveillance frame rate of 

30frames/sec. The basic, as well as CLAP BGS method, takes very large 

processing time on BM sequence due to large frame size. On the other side, 

Simple LND methods consume nearly twice to thrice execution time per frame 

as compared to making these inapplicable for video surveillance systems. 

 

 

Fig. 6-18: Precision Recall Curve for basic BGS and CLAP-LND based 

object detection methods for Highway data set 
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Fig. 6-19: Precision Recall Curve for basic BGS and CLAP-LND based 

object detection methods for Badminton data set 

 

Fig. 6-20: Precision Recall Curve for basic BGS and CLAP-LND based 

object detection methods for Fountain02 Dataset data set 
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Fig. 6-21: Precision Recall Curve for basic BGS and CLAP-LND based 

object detection methods for Sofa data set 

 

Fig. 6-22:  Precision Recall Curve for basic BGS and CLAP-LND based 

object detection methods for Bus Station data set 
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Fig. 6-23: Precision Recall Curve for basic BGS and CLAP-LND based 

object detection methods for Park data set 

6.6 DISCUSSION ON CLAP-LND BASED METHODS 

This chapter proposes a novel method of local neighborhood differencing which 

can be employed in BGS methods using cellular logic array processing for 

improved object detection. The proposed method is validated empirically by 

evaluating results on a standard benchmark test data. The CLAP based methods 

performed better than basic methods. Although the proposed method is a little 

time consuming, it produces better results as compared to the basic BGS method 

for all scenarios. The simple LND method which does not employ CLAP takes 

too much time in each scenario and can’t be used for video surveillance systems 

where fast processing is required. 
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CHAPTER 7 

RESULTS AND DISCUSSION 

This chapter presents the integrated and comprehensive results obtained from 

experimentations in the previous chapters and also lists out the thesis 

contribution. The previous three chapters present experimental results of the 

individual concepts of object detection. The fourth chapter empirically evaluates 

different popular and existing methods of moving object detection used in video 

surveillance and helps in deducing that basic statistical methods such as AM and 

AMD are better in execution time and average in detection quality while more 

complex methods such as KDE is better in quality detection but too slow in 

execution time. This outcome motivates us to select these methods as a candidate 

for improvements. The chapter 5 and chapter 6 put forward the idea of edge-

based detection and LND based detection using basic methods. Edge detection 

and LND detection were implemented and found to be too slow for pixel-based 

processing. This renders them unemployable in real-time video surveillance. 

These methods are further speeded up by the use of CLAP methodology and 

final results were compiled individually taking global adaptive, local adaptive 

and fixed threshold values. The present chapter sums up the previous best results 

from each chapter to compare these for final discussions and conclusions.     

7.1 RESULTS 

Table 7-1 presents the comparative results achieved by adaptive mean-based 

methods. We have compared four methods in the table; basic AM, 

CLAP_EDGE_AM_LT (CLAP based Edge Detection AM method with local 
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threshold), CLAP_LND_AM_FT (CLAP based Edge Detection AM method 

with fixed threshold) and KDE method. The last three methods have performed 

best in their respective categories of edge-based detection, LND based detection 

and existing methods. The local threshold value in edge-based detection and the 

fixed threshold value in LND based detection produced best results. The KDE 

method’s results are taken to find out the gaps remaining in the best 

performance.  The test data and simulation environment is already described in 

chapter 3. The comparison between these methods are done through F1 score 

and execution time on six scenarios of test data abbreviated in the tables as HW 

(highway-baseline), BM (Badminton- Camera Jitter), FT2 (Fountain02- 

Dynamic Background), SOFA (Sofa- Intermittent Object Motion), BS (Bus 

Station- Shadow), PARK (Park- Thermal Image).  Table 7-2 represents the 

similar data for AMD based methods. The best threshold value for each scenario 

is also shown in the tables for analysis purpose. For each advanced method, a 

comparison column is also given to show the percentage improvement in F1 

score with respect to the basic method in each table. Finally, the last row in each 

table shows the average metrics of all scenarios just to get a rough idea for the 

improvement achieved over basic method. 

PR curves for AM based methods for each scenario are depicted in Fig. 7-1 to 

Fig. 7-6. Each figure represents PR curves for four methods; basic AM, 

CLAP_EDGE_AM_LT, CLAP_LND_AM_FT, and KDE method. A P-R curve 

is a line graph drawn by taking the precision-recall pair for each threshold value. 

The more area a PR curve covers, the better it is. These curves also show the 

consistency of the method for object detection in different scenarios. PR curves 

for three AMD based methods; basic AMD, CLAP_EDGE_AMD_LT, 

CLAP_LND_AMD_FT and one KDE method are provided in Fig. 7-7 up to 

Fig. 7-12 for different scenarios.  
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Table 7-1: Comparative analysis of basic Adaptive Mean with CLAP_EDGE_AM, CLAP_LND_AM and KDE 

Scenario 

Basic_AM_BGS CLAP_EDGE_AM_BGS_LT CLAP_LND_AM_BGS_FT KDE method 

Best 

Th 

F1 

Score 
Time(s) 

Best 

Th 

F1 

Score 

%improvement 

w.r.t basic 

method 

Time(s) 
Best 

Th 

F1 

Score 

%improvement 

w.r.t basic 

method 

Time(s) 
Th 

prob 

F1 

Score 

%improvement 

w.r.t basic 

method 

Time(s) 

HW 30 0.786 0.014 20 0.849 8% 0.028 30 0.822 5% 0.021 0.050 0.899 14% 0.039 

BM 35 0.572 0.057 20 0.491 -14% 0.136 35 0.575 1% 0.098 0.030 0.720 26% 0.151 

FT2 25 0.727 0.020 20 0.723 -1% 0.042 25 0.771 6% 0.030 0.030 0.753 4% 0.040 

SOFA 15 0.469 0.013 5 0.538 15% 0.035 15 0.483 3% 0.021 0.250 0.660 41% 0.057 

BS 10 0.718 0.018 10 0.738 3% 0.040 10 0.721 1% 0.027 0.150 0.801 12% 0.040 

Park  15 0.705 0.017 10 0.732 4% 0.049 15 0.719 2% 0.026 0.200 0.730 4% 0.051 

Average  0.663 0.023  0.679 2.4% 0.055  0.682 2.8% 0.037  0.760 16.6% 0.063 

Table 7-2: Comparative analysis of basic Adaptive Median with CLAP_EDGE_AMD, CLAP_LND_AMD and 

KDE 

Scenario 

Basic_AMD_BGS Best CLAP_EDGE_AMD_BGS_LT CLAP_LND_AMD_BGS_FT KDE method 

Best 

Th 
F1 Time(s) 

Bes

t Th 
F1 

%improvement 

w.r.t basic 

method 

Time(s) 
Best 

Th 
F1 

%improvement 

w.r.t basic 

method 

Time(s) 
Th 

Prob. 
F1 

%improvement 

w.r.t basic 

method 

Time(s) 

HW 20 0.856 0.013 15 0.874 2% 0.031 20 0.888 4% 0.019 0.050 0.899 5% 0.039 

BM 35 0.562 0.055 25 0.545 -3% 0.131 35 0.565 0% 0.094 0.030 0.720 28% 0.151 

FT2 20 0.710 0.019 20 0.721 2% 0.044 20 0.746 5% 0.030 0.030 0.753 6% 0.040 

SOFA 10 0.495 0.014 10 0.498 1% 0.032 10 0.520 5% 0.021 0.250 0.660 33% 0.057 

BS 5 0.712 0.019 5 0.720 1% 0.038 5 0.736 3% 0.023 0.150 0.801 12% 0.040 

Park 10 0.744 0.022 10 0.800 8% 0.046 10 0.759 2% 0.035 0.200 0.730 -2% 0.051 

Average   0.680 0.024   0.693 1.7% 0.054   0.702 3.3% 0.037   0.760 13.9% 0.063 



 

Fig. 7-1: PR curve for BASIC__AM__BGS, CLAP__EDGE__AM__LT, 

CLAP__LND__AM and KDE methods for highway dataset 

 

 

Fig. 7-2: PR curve for BASIC__AM__BGS, CLAP__EDGE__AM__LT, 

CLAP__LND__AM and KDE methods for badminton dataset 
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Fig. 7-3: PR curve for BASIC__AM__BGS, CLAP__EDGE__AM__LT, 

CLAP__LND__AM and KDE methods for fountain02 dataset 

 

Fig. 7-4: PR curve for BASIC__AM__BGS, CLAP__EDGE__AM__LT, 

CLAP__LND__AM and KDE methods for sofa dataset 
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Fig. 7-5: PR curve for BASIC__AM__BGS, CLAP__EDGE__AM__LT, 

CLAP__LND__AM and KDE methods for bus station dataset 

 

 

Fig. 7-6: PR curve for BASIC__AM__BGS, CLAP__EDGE__AM__LT, 

CLAP__LND__AM and KDE methods for park dataset 
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Fig. 7-7: PR curve for BASIC__AMD__BGS, CLAP__EDGE__AMD 

__LT, CLAP__LND__AMD and KDE methods for highway dataset 

 

 

Fig. 7-8: PR curve for BASIC__AMD__BGS, CLAP__EDGE__AMD 

__LT, CLAP__LND__AMD and KDE methods for badminton dataset 

 



 

 

129 | P a g e  

 

 

Fig. 7-9: PR curve for BASIC__AMD__BGS, CLAP__EDGE__AMD 

__LT, CLAP__LND__AMD and KDE methods for fountain02 dataset 

 

Fig. 7-10: PR curve for BASIC__AMD__BGS, CLAP__EDGE__AMD 

__LT, CLAP__LND__AMD and KDE methods for sofa dataset 
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Fig. 7-11: PR curve for BASIC__AMD__BGS, CLAP__EDGE__AMD 

__LT, CLAP__LND__AMD and KDE methods for bus station dataset 

 

 

Fig. 7-12: PR curve for BASIC__AMD__BGS, CLAP__EDGE__AMD 

__LT, CLAP__LND__AMD and KDE methods for park dataset 

 



 

 

131 | P a g e  

 

7.2 DISCUSSION 

In the analysis of Table 7-1 and Table 7-2, It can be clearly deduced that in 

comparison to basic AM and AMD methods, the KDE method has achieved a 

very good improvement for the quality of object detection. Its performance is 

better than the basic method for every scenario especially in the complex and 

turbulent (noisy) scenarios such as BM (camera jitter) and SOFA (intermittent 

object motion). It’s has performed nearly 15% better than basic method. If we 

compare CLAP_EDGE and CLAP_LND methods, the average improvement is 

in the range of 2 to 3 percent. AM based CLAP_EDGE method has registered 

very good result in SOFA dataset but AMD based method has failed to achieve 

any significant improvement in SOFA dataset which looks very inconsistent. the 

CLAP_EDGE method has totally failed in camera jitter scenario where it has 

registered a negative improvement as compared to basic method. This shows 

that the CLAP_EDGE method doesn’t model multimodal background 

efficiently and is not consistent in its performance and seems to be context 

specific. 

In case of CLAP_LND methods, improvement is within the range of 1% to 6% 

with an average figure of 2.8%. Its performance is consistent across all scenario 

and doesn’t show any negative statistics. It has performed in all scenario except 

camera jitter which requires multimodal background modeling which is a 

limitation of AM and AMD based methods.  

If we consider Execution time as one of the criteria of comparison and 

evaluation, the basic methods and CLAP_LND methods have performed better 

and are well within the range of 30frames/sec range. The other two techniques 

CLAP_EDGE and KDE methods are taking too much time to be suitable for the 

employment in video surveillance. The CLAP_LND method is taking almost 

50% more time than the basic method while CLAP_EDGE and KDE methods 
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are taking twice or thrice the time basic methods take to process one frame. 

Therefore, considering two factors of quality and time, we can conclude that 

CLAP_LND methods are better than CLAP_EDGE and KDE for the 

improvement in object detection in video surveillance. 

We have also made an observation in our experiments related to the optimum 

threshold value which is very crucial for achieving better quality in object 

detection. We didn’t observe any single fixed threshold value which provides 

the best F1 score. In chapter 5, we also devise a formula to model threshold value 

from the global average of the image and also from a local neighborhood of 

16×16 pixels block but none has provided us an ideal solution. This also remains 

an open area for further research.     
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CHAPTER 8 

CONCLUSION & FUTURE SCOPE 

8.1 CONCLUSION  

The new framework for data mining for object detection using cellular logic 

array has been designed by considering the specific requirement of video 

processing and the common flaws of the existing techniques. It has been 

observed that real-time surveillance requires object detection methods which 

provide optimum quality with smaller execution time, so that there is no time 

lag between video analytics. First, suitable algorithms which need improvement 

are identified through a literature survey and empirical evaluation. It was 

observed that simple statistical method such as AM, AMD are both efficient and 

effective along with KDE method but later is slow in execution time. Therefore, 

researchers are suggested to find ways and means to enhance simple and 

efficient methods AM and AMD to make them more robust for real-time video 

surveillance. 

Subsequently, edge-based detection and local neighborhood difference based 

object detection methods are formulated and implemented. The proposed 

methods are validated by comparing with existing system quantitatively using 

benchmarked dataset by using popularly used metrics such as Recall and 

Precision. Integrated measures such as F1 score and PSNR are also used for 

result validations. Results are also compared with the average time taken per 

frame for determining the suitability of the proposed algorithms in real-time 

surveillance scenario.  
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Adaptive thresholding is introduced by taking threshold as fraction of global 

means and local neighborhood mean. The adaptive threshold modeling and edge 

maps are combined with CLAP to achieve better results in execution time. The 

research work empirically evaluates five edge based background subtraction 

algorithms viz. Canny, Sobel, CLAP-EDGE with fixed threshold, CLAP-EDGE 

with global threshold, CLAP-EDGE with local threshold for AM and AMD 

BGS algorithm. CLAP-EDGE methods are able to achieve improvement in 

object detection as compared to basic AM and AMD for all scenarios except 

camera jitter which requires multimodal background modeling, but in 

comparison to other traditional edge algorithms, CLAP edge-based detection 

methods performed far better. CLAP-EDGE algorithms acts as effective de-

noising filters but failed to improve basic methods significantly. It is also 

observed that local thresholding need smaller 5-neighborhood blocks for better 

performance which need to be evaluated further. The CLAP_EDGE method is 

not found to be consistent in performance as it is also showing negative 

improvement in two scenarios. This method is also taking large execution time 

per frame even after using CLAP. Although CLAP has reduced time taken in 

generating edge map as compared to Sobel and Canny method, still it is not in 

manageable range for real-time video surveillance systems.  

In most of the scenarios, there is only a minor improvement if basic fixed 

threshold BGS and adaptive threshold basic BGS methods are compared. There 

is a very minor improvement with a global adaptive threshold, but when local 

neighborhood difference LND method is used in basic BGS method, notable 

improvement ranging from 4% to 7% is achieved in both Mean and Median 

methods for baseline and dynamic background sequence. For other sequences, 

the improvement is between 1% to 3%.  Camera Jitter is the only scenario which 

doesn’t register any improvement due to the definite multimodal background 

which is difficult to address by single modal methods such as AM and AMD.  
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CLAP has also helped us to significantly reduce the time of execution per frame 

as compared to the non-CLAP edge-based and LND based methods because 

CLAP works on frame level instead of pixel level. CLAP is successfully 

implemented to manage execution time within reasonable range of real-time 

scenario. 

So, we have attained the predefined objective of proposing and implementing a 

CLAP based novel data mining framework of object detection which improves 

the existing detection algorithms in video surveillance in all scenarios except 

camera jitter. It requires a necessary multi-modal background modeling method 

to reduce noise which can be addressed in future research.  

8.2 FUTURE SCOPE 

It has been observed that multimodal background is not efficiently modeled. 

There are several methods such as KDE which easily model multimodal 

background, but these take too much processing time rendering them ineligible 

for real-time scenarios. The CLAP which works on frame level can be explored 

in future to reduce execution time in these methods.  

There is also a need to improve BGS algorithm by finding different ways of 

modeling and registering background to handle multimodal and noisier 

environment. There is need to identify the possibility of using CLAP for this 

purpose.  
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