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Instructions: 

SECTION A  

S. No.  Marks CO 

Q 1 In real world data, tuples with missing values for some attributes are a common 

occurrence. Describe various methods for handling this problem 
4 CO1 

Q 2 What are the major challenges of mining a huge amount of data (millions of tuples) in 

comparison with mining a small amount of data (hundred tuples)?  
4 CO2 

Q 3 Explain how the predictive accuracy of classification methods be estimated. 4 CO3 

Q 4 What does it mean to deploy a machine learning model? 4 CO4 

Q 5 Explain concept of CRISP-data mining with the help of suitable diagram. 4 CO1 

SECTION B  

Q 6  For a given Symptoms and Diagnosis dataset – Classify whether patient has flu or not 

for input given below  

Input: - (Yes, No, Mild, yes,?) 

 

CHILLS RUNNY NOSE HEADACHE FEVER FLU 

YES NO MILD YES NO 

YES YES NO NO YES 

YES NO STRONG YES YES 

NO YES MILD YES YES 

NO NO NO NO NO 

NO YES STRONG YES YES 

NO YES STRONG NO NO 

YES YES MILD YES YES 
 

10 CO3 

Q 7 Outliers are often discarded as noise. However, one person’s garbage could be 

another’s treasure. For example, exceptions in credit card transactions can help us 

detect the fraudulent use of credit cards. Using fraudulence detection as an example, 

propose a method that can be used to detect outliers. 

10 C02 

Q 8 Write an algorithm for k-nearest neighbor classification given k, the nearest number 

of neighbors, and n, the number of attributes describing each tuple.  

                                                            OR 

10 C03 



Illustrate Neural Network Classifier. Discuss Back Propagation Algorithm and its 

working philosophy by taking suitable example. 

Q 9 Explain the terms:  a) Model evaluation           b) Model Validation  

                               c) Model Deployment         d) Model Performance  
10 C04 

 

 

 

SECTION-C 

Q 10  Create a complete decision tree of the following data set using C 4.5   algorithm (based 

on the parameter Gain Ratio)  

                                                               OR 

Create a complete decision tree of the following data set using ID3 algorithm. (based 

on the parameter Information Gain)  

 

OUTLOOK TEMP HUMIDITY WIND DECISION 

Sunny Hot High  Weak No 

Sunny Hot High Strong No 

Overcast Hot High Weak Yes 

Rain Mild High Weak Yes 

Rain  Cool Normal  Weak Yes 

Rain Cool Normal Strong No 

Overcast Cool Normal Strong Yes 

Sunny  Mild High Weak No 

Sunny  Cool Normal Weak Yes 

Rain Mild Normal Weak Yes 

Sunny Mild Normal Strong Yes 

Overcast Mild High Strong Yes 

Overcast Hot Normal Weak Yes 

Rain Mild High Strong No 

 

 

20 CO3 

Q 11 A database has five transactions. Let min_sup=60% and min_Conf=80% 

 

TID Items 

T1 

T2 

T3 

T4 

T5 

{A,B,C,D,E,F} 

{X,B,C,D,E,F} 

{A,Y,DE} 

{A,U,Z,D,F} 

{Z,O,O,D,I,E} 

 

Find all frequent item sets using Apriori and FP-growth, respectively. Comment on  

the efficiency of these two mining processes. 

 

9+9+2 
CO3, 

CO4 

 


